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Chapter 1

Xtrack

XTrack is a 6D single particle symplectic tracking code used to compute the trajec-
tories of individual relativistic charged particles in circular accelerators. It has been
developed based on SixTrack.
The physical models are collected from the main references [1, 2, 3, 4, 5, 6, 7], which
contain more details of the derivation of the maps.

1.1 Notation and reference frame

The speed, momentum, energy, rest mass, charge of a particle are indicated by v, P,
E, m and q, respectively. These quantities are related by the following equations:

v = βc E2 − P2c2 = m2c4 E = γmc2 Pc = βE (1.1)

where β and γ are the relativistic factors.
In a curvilinear reference frame defined by a constant curvature hx in the X̂, Ẑ plane
and parameterized by s, the position of the particle at a time t can be written as:

Q(t) = r(s) + x x̂(s) + y ŷ(s), (1.2)

and therefore identified by the coordinates s, x, y, t in the reference frame defined by
x̂(s) and ŷ(s). In particle tracking, s is normally used as independent parameter and
t as a coordinate.
The electromagnetic fields E and B can be derived in a curvilinear reference frame
from the potentials V(x, y, s, t) and A(x, y, s, t), where

A(x, y, s, t) = Ax(x, y, s, t)x̂(s) + Ay(x, y, s, t)ŷ(s) + As(x, y, s, t)ẑ(s) (1.3)

and for which:

E = −∇V − ∂A
∂t

= −∂xVx̂− ∂yVŷ− 1
1 + hx

∂sVẑ− ∂tA (1.4)

B = ∇×A =

(
∂y As −

∂s Ay

1 + hx

)
x̂ +

(
∂s Ax − ∂x(1 + hx)As

1 + hx

)
ŷ (1.5)

+
(
∂x Ay − ∂y Ax

)
ẑ. (1.6)
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In this reference frame the canonical momenta are:

Px = mγẋ + qAx, Py = mγẏ + qAy, Ps = mγṡ(1 + hx)2 + q(1 + hx)As. (1.7)

and the energy of a particle and the field is

E = qV + c

√
(mc)2 +

(Ps − qAs(1 + hx))2

(1 + hx)2 + (Px − qAx)2 + (Px − qAx)2. (1.8)

1.2 Hamiltonian and particle coordinates

If s(t) is monotonically increasing, it is possible to derive the equations of motion
using s as the independent parameter, (−t, E) as conjugate coordinates and −Ps as
Hamiltonian.

Ps = (1 + hx)

(√
(E− qϕ)2

c2 − (mc)2 − (Px − qAx)2 − (Py − qAy)2 + qAs

)
(1.9)

Since in accelerators the orbits of the particles are often a perturbation of the refer-
ence trajectory followed by a particle with rest mass m0, charge q0, speed β0c and
momentum P0, one could use the following derived quantities that usually assume
small values:

p(x, y) =
m0

m
P(x, y)

P0
χ =

q
q0

m0

m
a(x, y, s) =

q0

P0
A(x, y, s) (1.10)

Note that here m is used to indicate the rest mass of particles of species different
from the reference particle (which has mass m0) and not the relativistic mass. Further
rescaling the energy and charge density as

e(x, y, s) =
m0

m
E(x, y, s)

P0
φ(x, y, s) =

q0

P0c
ϕ(x, y, s) , (1.11)

and as all canonical momenta scale with the same factor, we can define a new Hamil-
tonian H̃ that still satisfies the same equations of motion:

H̃(x, y,−t, px, py, e) =
m0

m
1
P0

H(x, y,−t, Px, Py, E)

H̃ = −(1 + hx)

(√( e
c
− χφ

)2
− 1

β2
0γ2

0
− (px − χax)2 − (py − χay)2 + χas

)
(1.12)

Different sets of longitudinal variables can be used:

ξ = s
β

β0
− βct τ =

s
β0
− ct ζ = s− β0ct (1.13)

δ =
P m0

m − P0

P0
pτ =

1
β0

E m0
m − E0

E0
pζ =

1
β2

0

E m0
m − E0

E0
(1.14)
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where variables in the same columns are canonically conjugate.
The different variables can be easily related to each other:

ξ = βτ =
β

β0
ζ (1.15)

δ = βpτ +
β− β0

β0
= ββ0pζ +

β− β0

β0
(1.16)

The conjugate pairs can be generated by the following generating functions 1

F2 = xpx + ypy +

(
s

β0
− ct

)
1 + δ

β
(1.17)

F2 = xpx + ypy +

(
s

β0
− ct

)(
pτ +

1
β0

)
(1.18)

F2 = xpx + ypy +

(
s

β0
− ct

)(
β0pζ +

1
β0

)
(1.19)

The Hamiltonians are then:

Hδ =
1 + δ

ββ0
− (1 + hx)

√(1 + δ

β
− χφ

)2

− 1
β2

0γ2
0
− (px − χax)2 − (py − χay)2 + χas


Hτ =

pτ

β0
− (1 + hx)

√(pτ +
1
β0
− χφ

)2

− 1
β2

0γ2
0
− (px − χax)2 − (py − χay)2 + χas


Hζ = pζ − (1 + hx)

√(β0pζ +
1
β0
− χφ

)2

− 1
β2

0γ2
0
− (px − χax)2 − (py − χay)2 + χas


Note that things get complicated when using the pair (ξ, δ), as then the Hamiltonian
contains terms in β, which in turn depends on the energy. In particular:

∂β

∂δ
= β

1− β2

1 + δ
(1.20)

For this reason we prefer using Hτ when deriving the equations of motion. Note that
when φ = 0, the Hamiltonian simplifies into:

Hτ =
pτ

β0
− (1 + hx)

(√
(1 + δ)2 − (px − χax)2 − (py − χay)2 + χas

)
(1.21)

The following identities are useful to derive the equations of motion:

1F2(−t, pnew, s), e = ∂F2
∂(−t) , qnew = ∂F2

∂pnew
, Hnew = H + ∂F2

∂s
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δ =
√

p2
τ + 2pτ/β0 + 1− 1 (1.22)

∂δ

∂pτ
=

pτ + 1/β0

1 + δ
=

1
β

(1.23)

∂

∂δ

(
1 + δ

ββ0

)
=

β

β0
(1.24)

1.3 Cavity time, energy errors and acceleration

A cavity kick depends on:

sin(2π f T + ϕ) (1.25)

where T is laboratory time.
For the most general case:

sin(2π f T + ϕ) = sin
(

2π f
s− ζ

β0c
+ ϕ

)
(1.26)

Most codes drop the term 2π f s/(β0c) that is

sin(2π f T + ϕ)→ sin
(
−2π f

ζ

β0c
+ ϕ

)
(1.27)

to make sure that a particle that is syncrhonous to the reference trajectory is in phase
with the cavity.

1.3.1 Implementing energy errors

One can define

s = s0 + n(L0 − L) + nL
frev = β0c/L

f = h frev

(1.28)

where s0 is the path length at the cavity turn at 0, L0 is the design circumference, n is
the turn number, h is the harmonic number, L is the new path length with an energy
error. Indeed one could write L = L0(1 + ηδs) where η is a constant property of the
lattice.
Multiple cavities can have their own defined L.
Using these definitions, then

sin(2π f T + ϕ) = sin
(

2πh frev
s0 + n(L0 − L)− ζ

β0c
+ ϕ

)
(1.29)

= sin
(

2πh frev
n(L0 − L)− ζ

β0c
+ ϕ′

)
(1.30)
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where ϕ′ = 2πhs0
L + ϕ.

In MAD-X twiss and MAD8, indeed the longitudinal coordinates is directly ζ ′ =
n(L0 − L)− ζ and the term n(L0 − L) is added smoothly in each thick element. This
forces all the cavities to share the same L or frev.
In SixTrack or MAD-X track, one could simply define a turn dependent phase

ϕ = ϕ0 + 2πh frevn(L0 − L) (1.31)

which is very general or in alternative add a special element that perform at each turn
the following transformation:

ζnew = (L0 − L)− ζold (1.32)

1.3.2 Acceleration

Accelaration can be achieved by renormalized the relative variables using a new mo-
mentum reference. This has the side effect that the fields of the magnets (expressed
in normalized strength) follow the energy ramp and that the cavity frequency (if ex-
pressed in terms of the harmonic number (NB we should perhaps change this in the
Xtrack interface) is updated.
The re-normalization if done once at each turn is:

px,new = px,old
P0,old

P0,new
py,new = py,old

P0,old

P0,new
(1.33)

δnew = (δold + 1)
P0,old

P0,new
− 1 pτ,new =

pτ,old P0,old c + E0,old − E0,new

P0,newc
(1.34)

ζnew = sβ0

(
1

β0,new
− 1

β0,old

)
− ζold τnew = s

(
1

β0,new
− 1

β0,old

)
− τold (1.35)

(1.36)

1.4 Beam elements

1.4.1 Drift

A drift is a straight, field-free region (h(x, y) = 0, V = 0 and A = 0). The exact and
expanded Hamiltonian for a drift space are

Hτ =
pτ

β0
−
√
(1 + δ)2 − p2

x − p2
y ≈

pτ

β0
− δ +

1
2

p2
x + p2

y

1 + δ
. (1.37)

The map is given by solving the equations of motion:

dpi

ds
= −∂H

∂qi

dqi

ds
=

∂H
∂pi

(1.38)
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As there is no explicit dependency on the position coordinates in the Hamiltonian,
the momenta remain unchanged in a drift.
For the position coordinates, we get:

(x)′ =
px

pz
≈ px

1 + δ
(1.39)

(y)′ =
py

pz
≈

py

1 + δ
(1.40)

(τ)′ =
1
β0
− 1

β

1 + δ

pz
≈ 1

β0
− 1

β
− 1

β

p2
x + p2

y

2
(1.41)

pz =
√
(1 + δ)2 − p2

x − p2
y (1.42)

1.4.1.1 Expanded Drift

The map relative to the expanded Hamiltonian is then

xp =
px

1 + δ
yp =

py

1 + δ
(1.43)

x ← x + xpl y← y + ypl (1.44)

ζ ← ζ + l

(
1− β0

β

(
1 +

x2
p + y2

p

2

))
(1.45)

1.4.1.2 Exact Drift

The map relative to the exact Hamiltonian is then

x ← x +
px

pz
l y← y +

px

pz
l (1.46)

ζ ← ζ + l
(

1− β0

β

1 + δ

pz

)
(1.47)

1.4.1.3 Polar Drift

It is possible to define a “polar” drift that has the effect of rotating the reference frame
[8] for instance in the x-z plane

px ← px cos θ + pz sin θ pz ← −px sin θ + pz cos θ (1.48)

z = −x sin θ x′ = px/pz y′ = py/pz (1.49)

x ← x cos θ − x′z y← y− x′z τ ← τ + z
1
β

1 + δ

pz
. (1.50)

where θ is the angle bringing the new x̂ towards the old ẑ. The map can be also gen-
erated by combining a rotation with a −x sin(θ)-length drift. In case of an x̂ rotation
the role of x and y are interchanged.
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1.4.2 Dipole

In a curvilinear reference system with a constant curvature h in the horizontal plane
a uniform magnetic field can be derived by the vector potential:

Ax = 0, Ay = 0, As = −By

(
x− hx2

2(1 + hx)

)
. (1.51)

With the following normalization k0 = q0
p By is the inverse of the bending radius of the

reference particle.

The exact and expanded Hamiltonian for a horizontal bending magnet is (eq. 2.12 in
[2])

H =
pτ

β0
− (1 + hx)

√
(1 + δ)2 − p2

x − p2
y + χk0

(
x +

hx2

2

)
(1.52)

≃ pτ

β0
+

1
2

p2
x + p2

y

1 + δ
− (1 + hx)(1 + δ) + χk0

(
x +

hx2

2

)
(1.53)

1.4.2.1 Thin dipole

The map for a thin dipole kick (horizontal or vertical) from the expanded Hamiltonian
is (eq. 4.12 in [4]):

px ← px + (hxl − χk0l) + hxlδ− χk0lhxx (1.54)

py ← py − (hyl − χk̂0l)− hylδ− χk̂0lhyy (1.55)

τ ← τ −
hxx− hyy

β
l. (1.56)

1.4.2.2 Thick dipole

Defining the following quantities,

Gx = χ
k0hx

1 + δ
, Gy = χ

k̂0hy

1 + δ
(1.57)

Cx,y = cos(
√

Gx,yL), Sx,y = sin(
√

Gx,yL) (1.58)
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the map relative to the expanded Hamiltonian is (eq. 4.11 in [2])

x ← Cx · x +
Sx√
Gx

1
1 + δ

· px +
δ

hx
(1− Cx) (1.59)

px ← −
√

Gx(1 + δ) · Sx · x + Cx · px + δ
√

1 + δ · Sx (1.60)

y← Cy · y +
Sy√
Gy

1
1 + δ

· py +
δ

hy
(1− Cy) (1.61)

py ← −
√

Gy(1 + δ) · Sy · y + Cy · py + δ
√

1 + δ · Sy (1.62)

ζ ← ζ + L
(

1− β0

β

)
(1.63)

− β0

β

[
hxSx√

Gx
· x +

1− Cx

hx
· px +

hySy√
Gy
· y +

1− Cy

hy
· py + δ

(
2L− Sx√

Gx
−

Sy√
Gy

)]
(1.64)

− 1
4

β0

β

[
Gx

(
L− CxSx√

Gx

)(
x− δ

hx

)2

+

(
L +

CxSx√
Gx

)
p2

x
(1 + δ)2 −

(
x− δ

hx

)
2S2

x
1 + δ

· px

(1.65)

+ Gy

(
L−

CySy√
Gy

)(
y− δ

hy

)2

+

(
L +

CySy√
Gy

)
p2

y

(1 + δ)2 −
(

y− δ

hy

) 2S2
y

1 + δ
· py

]
.

(1.66)

1.4.2.3 Dipole Edge effects

Considering the dipole edge effects from a dipole of length L and bending angle θ,
the map is

px → px +
1 + δ

ρ
tan(α) · x

py → py −
1 + δ

ρ
tan(α) · y,

where the bending radius ρ and α are defined as

ρ−1 =
hx√
1 + δ

α =
1
2

L
ρ
=

θ

2
.

1.4.2.4 Fringe field

Based on: https://cds.cern.ch/record/2857004

https://cds.cern.ch/record/2857004
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The map of the fringe field of a bending magnet can be written as:

y f =
2y

1 +
√

1− 2 ∂Φ
∂py

y
(1.67)

x f = x +
1
2

∂Φ
∂px

y f 2
(1.68)

p f
y = py −Φy f (1.69)

ζ f = ζ +
β0

β

1
2

∂Φ
∂δ

y f 2
(1.70)

where:

Φ
(

px, py, δ
)
=

k0x′

1 + y′2
− gk2

0 fint

(
(1 + δ)2 − p2

y

p3
z

+ x′2
(1 + δ)2 − p2

x
p3

z

)
(1.71)

We define:

ϕ0(x′, y′) =
x′

1 + y′2
(1.72)

ϕx(px, py, δ) =
(1 + δ)2 − p2

x
p3

z
(1.73)

ϕy(px, py, δ) =
(1 + δ)2 − p2

y

p3
z

(1.74)

So we can rewrite:

Φ
(

px, py, δ
)
=

k0x′

1 + y′2
− gk2

0 fint

(
(1 + δ)2 − p2

y

p3
z

+ x′2
(1 + δ)2 − p2

x
p3

z

)
(1.75)

so we can rewrite:

Φ
(

px, py, δ
)
= k0ϕ0(x′, y′)− gk2

0 fint

(
ϕy(px, py, δ) + x′2ϕx(px, py, δ)

)
(1.76)

The derivatives can be written as:

∂Φ
∂px

= k0

(
∂ϕ0

∂x′
∂x′

∂px
+

∂ϕ0

∂y′
∂y′

∂px

)
− gk2

0 fint

(
∂ϕy

∂px
+ 2x′

∂x′

∂px
ϕx + x′2

∂ϕx

∂px

)
(1.77)

∂Φ
∂py

= k0

(
∂ϕ0

∂x′
∂x′

∂py
+

∂ϕ0

∂y′
∂y′

∂py

)
− gk2

0 fint

(
∂ϕy

∂py
+ 2x′

∂x′

∂py
ϕx + x′2

∂ϕx

∂py

)
(1.78)

∂Φ
∂δ

= k0

(
∂ϕ0

∂x′
∂x′

∂δ
+

∂ϕ0

∂y′
∂y′

∂δ

)
− gk2

0 fint

(
∂ϕy

∂δ
+ 2x′

∂x′

∂δ
ϕx + x′2

∂ϕx

∂δ

)
(1.79)

Expression of all other quantities needed for the calculation:
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x′ =
px

pz
(1.80)

∂x′

∂px
= − px

p2
z

∂pz

∂px
+

1
pz

(1.81)

∂x′

∂py
= − px

p2
z

∂pz

∂px
(1.82)

∂x′

∂δ
= − px

p2
z

∂pz

∂δ
(1.83)

y′ =
py

pz
(1.84)

∂y′

∂py
= −

py

p2
z

∂pz

∂py
(1.85)

∂y′

∂py
= −

py

p2
z

∂pz

∂py
+

1
pz

(1.86)

∂y′

∂δ
= −

py

p2
z

∂pz

∂δ
(1.87)

pz =
√
(1 + δ)2 − p2

x − p2
y (1.88)

∂pz

∂px
= − px

pz
= −x′ (1.89)

∂pz

∂py
= −

py

pz
= −y′ (1.90)

∂pz

∂δ
=

1 + δ

pz
(1.91)

ϕx =
(1 + δ)2 − p2

x
p3

z
(1.92)

∂ϕx

∂px
= − 3

p4
z

∂pz

∂px

(
(1 + δ)2 − p2

x

)
− 2

px

p3
z

(1.93)

∂ϕx

∂py
= − 3

p4
z

∂pz

∂py

(
(1 + δ)2 − p2

x

)
(1.94)

∂ϕx

∂δ
= − 3

p4
z

∂pz

∂δ

(
(1 + δ)2 − p2

x

)
+ 2

(1 + δ)

p3
z

(1.95)



1.4. BEAM ELEMENTS 17

ϕy =
(1 + δ)2 − p2

y

p3
z

(1.96)

∂ϕy

∂px
= − 3

p4
z

∂pz

∂px

(
(1 + δ)2 − p2

y

)
(1.97)

∂ϕy

∂py
= − 3

p4
z

∂pz

∂py

(
(1 + δ)2 − p2

y

)
− 2

py

p3
z

(1.98)

∂ϕx

∂δ
= − 3

p4
z

∂pz

∂δ

(
(1 + δ)2 − p2

x

)
+ 2

(1 + δ)

p3
z

(1.99)

ϕ0 =
x′

1 + y′2
(1.100)

∂ϕ0

∂x′
=

1
1 + y′2

(1.101)

∂ϕ0

∂y′
= − 2x′y′

(1 + y′2)2 (1.102)

1.4.2.5 MAD8 fringe

Again nased on: https://cds.cern.ch/record/2857004 (eq. 37)
The map of the fringe field of a bending magnet can be written as:

y f =
2y

1 +
√

1− 2 ∂Ψ
∂py

y
(1.103)

x f = x +
1
2

∂Ψ
∂px

y f 2
(1.104)

p f
y = py −Ψy f (1.105)

ζ f = ζ +
β0

β

1
2

∂Ψ
∂δ

y f 2
(1.106)

where:

Ψ
(

px, py, δ
)
= k0 tan−1

(
x′

1 + y′2

)
− gk2

0 fintpz

(
1 + x′2

(
2 + y′2

))
(1.107)

We define:

ϕ0(x′, y′) =
x′

1 + y′2
(1.108)

ϕ1(x′, y′) = 1 + 2x′2 + x′2y′2 (1.109)

so we can write
Ψ = k0 tan−1 (ϕ0)− gk2

0 fintpzϕ1 (1.110)

https://cds.cern.ch/record/2857004


18 CHAPTER 1. XTRACK

from which:

∂Ψ
∂px

= k0
1

1 + ϕ2
0

∂ϕ0

∂px
− gk2

0 fint

(
ϕ1

∂pz

∂px
+ pz

ϕ1

∂px

)
(1.111)

∂Ψ
∂py

= k0
1

1 + ϕ2
0

∂ϕ0

∂py
− gk2

0 fint

(
ϕ1

∂pz

∂py
+ pz

ϕ1

∂py

)
(1.112)

∂Ψ
∂δ

= k0
1

1 + ϕ2
0

∂ϕ0

∂δ
− gk2

0 fint

(
ϕ1

∂pz

∂py
+ pz

ϕ1

∂δ

)
(1.113)

(1.114)

∂ϕ0,1

∂px
=

∂ϕ0,1

∂x′
∂x′

∂px
+

∂ϕ0,1

∂y′
∂y′

∂px
(1.115)

∂ϕ0,1

∂py
=

∂ϕ0,1

∂x′
∂x′

∂py
+

∂ϕ0,1

∂y′
∂y′

∂py
(1.116)

∂ϕ0,1

∂δ
=

∂ϕ0,1

∂x′
∂x′

∂δ
+

∂ϕ0,1

∂y′
∂y′

∂δ
(1.117)

ϕ0 =
x′

1 + y′2
(1.118)

∂ϕ0

∂x′
=

1
1 + y′2

(1.119)

∂ϕ0

∂y′
= − 2x′y′

(1 + y′2)2 (1.120)

ϕ1 = 1 + 2x′2 + x′2y′2 (1.121)
∂ϕ1

∂x′
= 4x′ + 2x′y′2 (1.122)

∂ϕ1

∂y′
= 2x′2y′ (1.123)

1.4.3 Combined dipole quadrupole

The following vector potential in curvilinear coordinates

As = −
g

1 + hx

(
x2

2
− y2

2
+

hx3

3

)
(1.124)

produce a field

Bx = g
(

y +
hxy

1 + hx

)
By = gx (1.125)
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The following vector potential in curvilinear coordinates

As = −
g

1 + hx

(
x2

2
− y2

2
+

hx3

3
− hxy2

2

)
(1.126)

produce a field

Bx = gy By = g
(

x +
hy2

2 + 2hx

)
(1.127)

1.4.4 Thin Multipole

The effect of a thin multipole can be approximated by the following Hamiltonian
A longitudinally uniform static magnetic field can be described by the following equa-
tions

By + iBx = ∑
n=1

Bn + iAn

rn−1
0

(x + iy)n−1 (1.128)

= BN ∑
n=N

bn + ian

rn−1
0

(x + iy)n−1. (1.129)

The kick ∆P = q0vzẑ× (Bx x̂ + Byŷ) translates into

∆px − i∆py = − q0

P0
χ(By + iBx) (1.130)

A thin multiple idealizes the effect of the field by taking the limit of the integration
length going to zero while keeping constant the integrated strength. The Hamiltonian
is:

H = δ(s)χLℜ
[

∑
n=0

(kn + ik̂n)(x + iy)n+1

]
. (1.131)

where

kn = n!
q0

p0

Bn+1

rn
0

k̂n = n!
q0

p0

An+1

rn
0

. (1.132)

The corresponding map is:

px ← px − χL · ℜ
[

∑
n=0

1
n!
(kn + ik̂n)(x + iy)n

]
, (1.133)

py ← py + χL · ℑ
[

∑
n=0

1
n!
(kn + ik̂n)(x + iy)n

]
, (1.134)

In case a curvature h, the vector potential become:
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f (x, y) =
∫

Bx(x, y)dy (1.135)

g(x, y) =
∫

∂xBx(x, y)dy (1.136)

as(x, y) =
c1

1 + hx
+ f (x, y)−

∫ x
1 (1 + hx̃)(g(x̃, y) + x̃) + h f (x, y) dx̃

1 + hx
(1.137)

∫ x
1

(
−hx̃ (g(x, y))−

∫
bx(1,0)(x̃, y) dy− h

∫
bx(x̃, y) dy− hx̃by(x̃, y)− by(x̃, y)

)
dx̃

hx + 1
(1.138)

1.4.5 Accelerating Cavity

The approximated energy gain of a particle passing through an electric field of fre-
quency f = k

2πc for which:

V sin(ϕ− kτ) =
∫ l/2

−l/2
Es(0, 0, t, s)ds. (1.139)

An equivalent vector potential can be derived and normalized as

As = −
V
ω

cos(ϕ− kτ) Vn =
q0

P0c
V (1.140)

from which one can derive the following map

pτ ← pτ + χVn sin(ϕ− kτ + k
s− s0

β0
), (1.141)

where the additional terms in the phase is added in case harmonic number is not
exactly integer and the phase is unlocked phase ). The new δ can be updated from the
new pτ.

1.4.6 RF-Multipole

The RF-multipole generalizes the interaction of a particle with an electromagnetic
field by assuming that

∆E(x, y, τ) = q
∫ L/2

−L/2
Ez(x, y, t)ds (1.142)

∆Px(x, y, τ) = q
∫ L/2

−L/2
Ex(x, y, t) + βcBy(x, y, t)ds (1.143)

∆Py(x, y, τ) = q
∫ L/2

−L/2
Ey(x, y, t)− βcBx(x, y, t)ds. (1.144)
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are harmonic in x, y and periodic in τ of frequency f = k
2πc such that:

as(x, y, τ) = ℜ
[

N

∑
n=1

(
kn cos(ϕn − kτ) + ik̂n cos(ϕ̂n − kτ)

)
(x + iy)n

]
, (1.145)

The map then follows:

∆px = −
N

∑
n=1

χ

n!
ℜ
[
(knCn + ik̂nĈn)(x + iy)(n−1)

]
, (1.146)

∆py =
N

∑
n=1

χ

n!
ℑ
[
(knCn + ik̂nĈn)(x + iy)(n−1)

]
, (1.147)

∆pτ = −χk
N

∑
n=1
ℜ
[
(knSn + iknŜn)(x + iy)n] , (1.148)

where

Cn = cos(ϕn −ω∆t) Ĉn = cos(ϕ̂n −ω∆t) (1.149)

Sn = sin(ϕn −ω∆t) Ŝn = sin(ϕ̂n −ω∆t). (1.150)

1.4.7 Solenoid

The derivation largely follows one by Forest [8], while the final map can be verified
to be the same as the one by Wolski [9].
We can write the Hamiltonian for the solenoid as follows:

H = pζ −

√
(1 + δ)2 −

(
px +

bz

2
y
)2

−
(

py −
bz

2
x
)2

(1.151)

where we have defined the normalized quantities bz = Bz
q0
P0

, ax = Ax
q0
P0

, ay = Ay
q0
P0

.
This can be obtained knowing the general Hamiltonian

H = pζ −
√
(1 + δ)2 − (px − ax)2 − (py − ay)2 − az, (1.152)

we can extract the magnetic field potential and convince ourselves that H describes
a magnetic field with only the longitudinal component equal to Bz, as expected of a
solenoid:

A =


Ax

Ay

Az

 =


−Bz

2 y
Bz
2 x

0

 =⇒ B = ∇×A =


∂Az
∂y −

∂Ay
∂z

∂Az
∂x −

∂Ax
∂z

∂Ay
∂x −

∂Ax
∂y

 =


0

0

Bz

 . (1.153)

The Hamiltonian H can be simplified, by applying the following transformation,
which should be understood as the change of reference from the general coordinate
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system X to a new Xnew:

T :=


−1

2 0 0 1
bz

0 1 1
2 bz 0

−1
2 0 0 − 1

bz

0 1 −1
2 bz 0

 .

In particular, note that if

X =


x

px

y

py

 = T−1Xnew =


−xnew − ynew

1
2(px,new + py,new)
1
bz
(px,new − py,new)
bz
2 (xnew − ynew)

 ,

then we can rewrite H in terms of Xnew (dropping the ‘new’ suffix, while keeping it
in mind) as

K := −
√
(1 + δ)2 − p2

x − b2
z x2.

We can simplify H even further, rewriting it in terms of the following action-angle
variables:

x :=

√
2J
|bz|

cos(ϕ) and px :=
√

2|bz|J sin(ϕ). (1.154)

The new Hamiltonian with respect to J is the following:

K = −
√
(1 + δ)2 − p2

x − b2
z x2 =

−

√√√√(1 + δ)2 −
(√

2|bz|J sin(ϕ)
)2

− b2
z

√
2J
|bz|

cos(ϕ)2 =

−

√
(1 + δ)2 −

(√
2|bz|J sin(ϕ)

)2

−
(√

2|bz|J cos(ϕ)
)2

=

−
√
(1 + δ)2 − 2|bz|J.

Then, using Hamilton’s equations, we can solve for ϕ:

dϕ

dz
=

∂K
∂J

=⇒ ϕ(z) = ϕ(0) + z
∂K
∂J

= ϕ(0)− z
|bz|
K

.

Let ω := −bz/K. Keeping in mind that we are still in the realm of Xnew, we can
compute xnew and ynew substituting the above into (1.154). Note that we can drop
the modulus on bz in both ω and the equations below, as cos is an even function, and
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while sin is an odd function and the signs of sin(ωz) and bz will cancel out anyway.

x =

√
2J
|bz|

cos
(

ϕ(0) +
(
−z
|bz|
K

))
=√

2J
|bz|

cos ϕ(0) cos(ωz)−
√

2J|bz|
|bz|

sin ϕ(0) sin
(
−z
|bz|
K

)
=

x0 cos(ωz)− px,0

bz
sin(ωz)

px =
√

2|bz|J sin
(

ϕ(0) +
(
−z
|bz|
K

))
=

√
2|bz|J sin ϕ(0) cos(ωz) + |bz|

√
2J
|bz|

cos ϕ(0) sin
(
−z
|bz|
K

)
=

px,0 cos(ωz) + bzx0 sin(ωz)

These equations give us the map for the solenoid in Xnew. We can write this transfor-
mation in the form of a matrix

R :=


cos(ωz) − sin(ωz)

bz
0 0

bz sin(ωz) cos(ωz) 0 0

0 0 1 0

0 0 0 1

 ,

and therefore the whole solenoid map in X as follows (let S := sin(ωz) and C :=
cos(ωz)):

M := T−1RT =



C+1
2

S
bz

S
2

1−C
bz

− bzS
4

C+1
2

bz(C−1)
4

S
2

−S
2

C−1
bz

C+1
2

S
bz

bz(1−C)
4 −S

2 − bzS
4

C+1
2


In the tracking procedure of Xtrack (and MAD-X) the map is implemented with re-
spect to a different quantity sk, which we will denote with k, and which represents
half of magnetic field strength bz: k = bz

2 . Let s := sin( zk
H ) = sin(ωz

2 ) and c := cos(ωz
2 );

then we can rewrite M using the trigonometric identities:

cos(2θ) = 2 cos2 θ − 1 = 1− 2 sin2 θ =⇒ c2 =
C + 1

2
and s2 =

1− C
2

,

sin(2θ) = 2 cos θ sin θ =⇒ sc =
S
2

,
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as the following transfer matrix

M =


c2 cs

k cs s2

k

−kcs c2 −ks2 cs

−cs − s2

k c2 cs
k

ks2 −cs −kcs c2

 ,

which, with relatively little effort, can be verified to correspond to the implementa-
tion of the tracking procedure. We have the following map (note the change in ζ is
analogous to the drift):

x ← (x cos (θ) + y sin (θ)) cos (θ) +
2
bz

(
px cos (θ) + py sin (θ)

)
sin (θ)

px ← −
1
2
(x cos (θ) + y sin (θ))bz sin (θ) +

(
px cos (θ) + py sin (θ)

)
cos (θ)

y← (y cos (θ)− x sin (θ)) cos (θ) +
2
bz

(
py cos (θ)− px sin (θ)

)
sin (θ)

py ← −
1
2
(y cos (θ)− x sin (θ))bz sin (θ) +

(
py cos (θ)− px sin (θ)

)
cos (θ)

ζ ← ζ + L
(

1− β0

β

1 + δ

pz

)
,

where pz :=

√
(δ + 1)2 −

(
bz
2 x− py

)2
−
(

bz
2 y + px

)2
, θ := bzL

2pz
, and L is the length of

the thick solenoid.

1.4.8 AC-dipole

The excitation amplitude of the AC-dipole is denoted by A [Tm], the excitation fre-
quency by qd [2π] and the phase of the excitation by ϕ. The map presented here is
for a purely horizontal dipole, the map for a vertical dipole is obtained by replacing
px → py.
The effect of the AC-dipole is split into four stages. The turn number is denoted by n.

1. A number of free turns nfree, in which the AC-dipole has no effect on the motion.

2. Ramp-up of the voltage from 0 to the excitation amplitude A for nramp-up turns.

n′ =
n− nfree

nramp-up

px → px + n′ · A
pc
· (1 + δ) sin (2πqd · (n− nfree) + ϕ)

3. Constant excitation amplitude for nflat turns.

px → px +
A
pc
· (1 + δ) sin (2πqd · (n− nfree) + ϕ)
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4. Ramp-down of the voltage from the excitation amplitude A to 0 for nramp-down
turns.

n′ =
n− nfree − nramp-up − nflat − nramp-down

nramp-down

px → px + n′ · A
p
· (1 + δ) sin (2πqd · (n− nfree) + ϕ)

1.4.9 Wire

For each part we define pz =
√
(1 + δ)2 − x′2 − y′2, using the current values for x′

and y′.
Step 1. Initial backwards drift of length L = embl

2 .

x → x− L · x′

pz

y→ y− L · y′

pz

Step 2.

y→ y− x · sin(tx)

cos
(

arctan
(

x′
pz

)
− tx

) · y′√
(1 + δ)2 − y′2

x → x ·
[

cos(tx)− sin(tx) · tan
(

arctan
(

x′

pz

)
− tx

)]
x′ →

√
(1 + δ)2 − y′2 · sin

(
arctan

(
x′

pz

)
− tx

)
x → x−

y · sin(ty)

cos
(

arctan
(

y′
pz

)
− ty

) · x′√
(1 + δ)2 − x′2

y→ y
[

cos(ty)− sin(ty) · tan
(

arctan
(

y′

pz

)
− ty

)]
y′ →

√
(1 + δ)2 − x′2 sin

(
arctan

(
y′

pz

)
− ty

)
Step 3. Drift part of length L = lin.

x → x + L · x′

pz

y→ y + L · y′

pz

Step 4. Here xi = x− rx and y = y− ry.

x′ → x′ −
cur·10−7

chi · xi

x2
i + y2

i

[√
(lin + l)2 + x2

i + y2
i −

√
(lin− l)2 + x2

i + y2
i

]

y′ → y′ −
cur·10−7

chi · yi

x2
i + y2

i

[√
(lin + l)2 + x2

i + y2
i −

√
(lin− l)2 + x2

i + y2
i

]
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Step 5. Drift of length L = le f f − lin.

x → x + L
x′

pz

y→ y + L
y′

pz

Step 6.

x → x−
y · sin(−ty)

cos
(

arctan
(

y′
pz

)
+ ty

) · x′√
(1 + δ)2 − x′2

y→ y ·
[

cos(−ty)− sin(−ty) · tan
(

arctan
(

y′

pz

)
+ ty

)]
y′ →

√
(1 + δ)2 − x′2 · sin

(
arctan

(
y′

pz

)
+ ty

)
y→ y− x · sin(−tx)

cos
(

arctan
(

x′
pz

)
+ tx

) · y′√
(1 + δ)2 − y′2

x → x
[

cos(−tx)− sin(−tx) · tan
(

arctan
(

x′

pz

)
+ tx

)]
x′ →

√
(1 + δ)2 − y′2 · sin

(
arctan

(
x′

pz

)
+ tx

)
Step 7. Shift.

x → x + embl · tan(tx)

y→ y + embl ·
tan(ty)

cos(tx)

Step 8. Negative drift of length L = embl
2 .

x → x− L · x′

pz

y→ y− L · y′

pz

1.4.10 Misalignment

Misalignments of elements affects the coordinates at the entrance of an element as
follows

x → (x− xs) · tc + (y− ys) · ts

y→ −(x− xs) · ts + (y− ys) · tc,

where xs and ys are the displacements in the horizontal and vertical directions, re-
spectively. tc and ts are the cosine and sine of the tilt angle for the element.



1.4. BEAM ELEMENTS 27

1.4.11 Electron Lens

1.4.11.1 Hollow electron lens - uniform annular profile

For a uniform distribution of the electron beam between R1 and R2, the radial kick
can be described by a shape function f (r) and a maximum kick strength θmax:

θ(r) =
f (r)

(r/R2)
· θmax (1.155)

with r =
√

x2 + y2 and θmax independent of r. The shape function f (r) is defined as

f (r) =
I(r)
IT

=
2π

IT

∫ r

0
rρ(r)dr (1.156)

where IT is the total electron beam current, I(r) is the current enclosed in a radius r
and ρ(r) is the electron beam density distribution.
For a uniform profile one then obtains:

0 , r < R1
r2−R2

1
R2

2−R2
1

, R1 ≤ r < R2

1 , R2 ≤ r

(1.157)

and

θmax = θ(R2) =
2LIT(1± βeβp)

4πϵ0 (Bρ)p βeβpc2 ·
1

R2
(1.158)

where L is the length of the e-lens, IT the total electron beam current, βe/p the rela-
tivistic β of electron/proton beam, Bρ the magnetic rigidity, c the speed of light and
ϵ0 the vacuum permittivity. The ±-sign represents the two cases of the electron beam
traveling in the direction of the proton beam (+) or in the opposite direction (−).
For hollow electron beam collimation, electron and proton beam travel in the same
direction.
The kick in (x′, y′) can then be expressed as (note x

r = cos(ϕ), y
r = sin(ϕ)):

x′ = x′ − θmax ·
r2

r2 · f (r) · x (1.159)

y′ = y′ − θmax ·
r2

r2 · f (r) · y (1.160)

If the electron lens is offset by (xoffset, yoffset), the coordinates (x, y) are simply trans-
fered to:

x̃ = x + xoffset (1.161)
ỹ = y + yoffset (1.162)

r̃ =
√

x̃2 + ỹ2 (1.163)

and the kick is then given by:

x′ = x′ − θmax ·
r2

r̃2 · f (r̃) · x̃ (1.164)

y′ = y′ − θmax ·
r2

r̃2 · f (r̃) · ỹ (1.165)
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1.4.12 Electron Cooler

Electron cooling is a process used to reduce the momentum spread of charged par-
ticles such as ions or protons. This process involves passing the particles through a
cloud of electrons that are cooler than the particles themselves. The particles lose en-
ergy as they collide with the electrons, causing them to slow down and reduce their
temperature. The Parkhomchuk model is a mathematical model that describes the
force acting on a particle as it passes through the electron cooler. This force is given
by the equation [?]:

F = −4e4ne

me

V(√
V2 + V2

eff

)3 ln
(

ρmin + ρmax + ρL

ρmin + ρL

)
(1.166)

Where F is the force acting on the ion when the ion is within the radius of the electron
beam, e is the elementary charge, ne is the density of the electrons, me is the electron
mass, and V is the velocity difference between the ion and the electron. Veff is the
effective root-mean-square velocity of motion of Larmor circles, which is influenced
by both the longitudinal root-mean-square electron velocity, Vl, and transverse drift
motions, which arise due to imperfections in the magnetic field. In particular, the
transverse motion is described by Vmagnet, which shows how the root-mean-square
electron velocity is affected by the quality of the magnetic field. The magnetic field
quality is given by the ratio of the perpendicular and longitudinal components of
the magnetic field, where 0 indicates an ideal magnetic field quality. The expression
for Vmagnet depends on the magnetic field quality in the following way: Vmagnet =
β0γ0cBratio, where Bratio is the magnetic field quality. Where c is the speed of light, β0
is the velocity of the electrons, γ0 is the relativistic factor, and Bratio is the magnetic
field quality. These two parameters combine in the following way to produce the
effective electron velocity:

Veff =
√

Ve2
l + Ve2

magnet

The variables ρmin and ρmax are the minimum and maximum impact parameters and
are defined as:

ρmin =
Zre

(V/c)2

where Z is the charge of the particle, re is the classical electron radius.

ρmax =
V

ωplasma +
1
τ

Where ωplasma is the plasma frequency, which is given by c
√

4πnere and τ is the time
that the ion spends in the cooler. Finally, ρL is the Larmor radius of the electrons,
which is given by:

ρL =
me ·Ve⊥

e · B
Where me is the mass of the electron, B is the magnetic field strength, and Ve⊥ is the
perpendicular component of the electron velocity.
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1.4.12.1 Electron beam space charge

An additional effect of electron cooling that needs to be taken into consideration is
the space charge of the electron beam. Moreover, the electron beam will assume a
parabolic profile with respect to the radius, which is given by [?]:

∆E(r)
E0

=
Ire

ec
γ + 1
β3

0γ2

(
r
r0

)2

≈ 1.2× 10−4 I
β3

0

(
r

re−beam

)2

(1.167)

Equation 1.167 says that the electrons at the edge electron beam have a larger momen-
tum than the electrons at the center. This means that the ions at the edge of the beam
pipe will reach a larger equilibrium momentum than the ions at the core because the
ions will assume the momentum of the electrons.
The Xsuite electron cooler allows for the inclusion of an optional effect called "space
charge neutralization," which is determined by the parameter "Neutralization space
charge." A value of 0 for this parameter indicates that there is no space charge in
the electron beam, while a value of 1 indicates that the electron beam will follow a
parabolic profile as described in Equation 1.167.

1.4.12.2 Electron beam rotation

An additional effect is the rotation of the electron beam around the beam axis due to
the magnetic field of the electron cooler. The angular velocity of the rotation is given
by [?]:

ω =
F× B
er|B|2 =

I
2πϵ0cr2

e− beam βγ2B∥
≈ 60

I
r2

e-beam βγ2B∥
(1.168)

The inclusion of this effect in the Xsuite electron cooler is optional and determined
by the parameter "Neutralization rotation." A value of 0 indicates that there is no
rotation of the electron beam, while a value of 1 indicates that the electron beam will
rotate with the angular frequency described in Equation 1.168.

1.5 Linear optics calculations

Optics calculation are needed to study the motion around the closed orbit. By defining
z as the vector of 2k coordinates,

z = (z1, . . . , z2k)
T = (x− x0, px − px0, y− y0, py − py0, τ − τ0, pτ − pτ0)

T (1.169)

one can define linear transfer maps (e.g. M1→2 that propagates coordinates between
two points s1, s2) and the one-turn map (e.g. M1 that combines the effects for one turn
starting from s1):

z(s2) = M1→2z(s1) z(C + s1) = M1z(s1). (1.170)

In the following we will describe the optics calculation based on the Ripken formalism
described in [10]. A good summary is also given in the MAD8 physics manual [11].
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1.5.1 Diagonalisation of one-turn matrix

Since the matrices derive from symplectic maps, the eigenvalue spectrum of the one-
turn map M consists of 2k distinct eigenvalues and linearly independent eigenvectors.
In addition, for the motion to be stable the eigenvalues λ±k with eigenvectors v±k have
to be complex [10]:

Mv±k = λ±k v±k , k = 1, . . . , 3 (1.171)

v+k = (v−k )
∗, λ+

k = (λ−k )
∗, |λ±k | = 1 (1.172)

As the eigenvectors are linearly independent M can be diagonalized with

M = VΛV−1, (1.173)

where V consists of the eigenvectors and Λ of the eigenvalues:

V =


v+1,1 v−1,1 · · · v−3,1

v+1,2 v−1,2 · · · v−3,2
...

...
...

...

 Λ =


λ+

1

λ−1
. . .

λ−3

 (1.174)

for which v±i,j is the component j of eigenvector v±i .
The same calculation can be carried out with real numbers by the following defini-
tions:

v±k = ak ± ibk, λ±k = cos µk ± i sin µk, µk, ak, bk ∈ R (1.175)

such that:

M =WRW−1 (1.176)

with

R = R(µk) =



cos µ1 sin µ1

− sin µ1 cos µ1
. . .

cos µ3 sin µ3

− sin µ3 cos µ3


, (1.177)

W =


a1,1 b1,1 · · · a3,1 b3,1

a1,2 b1,2 · · · a3,2 b3,2
...

...
...

...

a1,6 b1,6 · · · a3,6 b3,6

 (1.178)

Usually µk is written as µk = 2πQk, where Qk is then the tune of the mode k.
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1.5.2 Normalisation of eigenvectors

By convention, the eigenvectors and values are normalized, sorted and rotated so that
the following three conditions are fulfilled:

1. Plane 1 is associated with the horizontal, plane 2 with the vertical and plane 3
with the longitudinal plane. This is achieved by first normalizing the eigenvec-
tors v±k and then sorting them so that:

|v+j,2j−1| = |v
−
j,2j−1| = max

k=1,2,3
vk,j, j = 1, . . . , 3 (1.179)

2. The eigenvectors are then rotated with a phase term ψk

vk → vk exp(iψk) (1.180)

such that

angle(v+k,2k−1) = 0↔ ψk = −angle(v+k,2k−1) (1.181)

In real space, Eqn. 1.179 and 1.181 then become equivalent to:

|aj,2j−1| = max
k=1,2,3

|ak,j|, bj,2j−1 = 0, j = 1, . . . , 3 (1.182)

This has the effect that a particle with x = 0 is transformed to x̃ in the normal-
ized phase space.

3. The sign of bk,j is fixed by the symplectic condition on W

WTSW = S (1.183)

with S defined as

S =


0 1

−1 0
. . .

 (1.184)

which is equivalent to:

aT
k · S · bk = 1, bT

k · S · ak = −1, for k = l

aT
k · S · bl = 0, for k ̸= l (1.185)

aT
k · S · al = 0, bT

k · S · bl = 0, k, l = 1, . . . , 3

Eqn. 1.185 yields that in phase space ak is thus obtained by an anticlockwise
rotation of bk by π/2 and a scaling of its length with |ak| = 1

|bk|
.
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1.5.3 Conversion to normalized coordinates

We will show in the following that in the normalized phase space the propagation of
particle coordinates z(s) from s1 to s2 is just a rotation by an angle ϕk in the k = 1, . . . , 3
planes, while the amplitude Ik and initial phase ϕk,0 stay constant, explicitly z(s) is
then given by:

z(s) =
3

∑
k=1

√
2Ik (ak(s) cos (ϕk,0 + ϕk(s))− bk(s) sin (ϕk,0 + ϕk(s))) (1.186)

and

z(s2) = W(s2)R(ϕk)W(s1)
−1z(s1), (1.187)

with ϕk = ϕk(s2)− ϕk(s1)

This implies that one turn is simply a rotation by ϕk = 2πQk where Qk is the tune
of the mode k. In the transverse plane the tune (QI,I I) is usually positive and the
particles rotate clockwise, while in the longitudinal plane the tune (QI I I) is negative
above γT leading to an anticlockwise rotation.
For the derivation the following steps are needed:

1. The effect of one turn on the normalized variable z̃(s) = W−1(s)z(s) is a rota-
tion:

z̃(C + s) = W−1z(s + C)
(Eqn.1.176)

= W−1WRW−1z(s) = Rz̃(s), (1.188)

As M and R are symplectic also W is symplectic, and its inverse is thus given by
S−1WTS, explicitly:

W−1 =



b12 −b11 b14 −b13 b16 −b15

−a12 a11 −a14 a13 −a16 a15

b22 −b21 b24 −b23 b26 −b25

−a22 a21 −a24 a23 −a26 a25

b32 −b31 b34 −b33 b36 −b35

−a32 a31 −a34 a33 −a36 a35


(1.189)

2. The one-turn map and W-matrix can be propagated from s1 to s2 by

M2 = M1→2M1M−1
1→2 W2 = M1→2W1 (1.190)

As Eqn. 1.188 represents a similarity transformation, the eigenvalues are thus
independent of the position s and as the rotation matrix R consists of the eigen-
values of M, the angle of the rotation µk = 2πQk is thus also independent of
s.
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3. As Eqn. 1.176 represents a basis transformation from the standard R2 basis to
the eigenvector basis, the vectors ak and bk are projected onto (Eqn. 1.185):

ã1 = W−1a1 = −SWTSa1

= −S(a1Sa1, b1Sa1, . . . , b3Sa1)
T = (1, 0, . . . , 0)

b̃1 = W−1b1 = −SWTSb1

= −S(a1Sb1, b1Sb1, . . . , b3Sb1)
T = (0, 1, . . . , 0) (1.191)

· · ·
b̃3 = W−1b3 = −SWTSb3

= −S(a1Sb3, b1Sb3, . . . , b3Sb3)
T = (0, 0, . . . , 1)

in the normalized phase space.

4. From Eqn. 1.188 it follows that the amplitude Ik and initial phase ϕk0 of z̃ =
W−1z = (z̃a1 , z̃b1 , . . . , z̃b3)

Ik =
(z̃ak)

2 + (z̃bk
)2

2
, k = 1, . . . , 3 (1.192)

tan ϕk0 = −
z̃bk

z̃ak

(1.193)

are constants of the motion. The initial phase is defined with a minus sign in
view of the definition of the Twiss parameters, where the initial phase is then
added (and not subtracted) to the phase advance. The components of z̃ are then
explicitly given by:

z̃ak =
3

∑
j=1

bk,2jz2j−1 − bk,2j−1z2j, k = 1, . . . , 3 (1.194)

z̃bk
=

3

∑
j=1

ak,2j−1z2j − ak,2jz2j−1, k = 1, . . . , 3. (1.195)

An arbitrary vector z(s) can thus be written in the following form:

z(s) = W(s)z̃(s)

= W(s)

(
3

∑
k=1

z̃ak ãk + z̃bk
b̃k

)

=
3

∑
k=1

z̃akW(s)ãk + z̃bk
W(s)b̃k

Eqn. 1.191
=

3

∑
k=1

z̃ak ak + z̃bk
bk

Eqns. 1.192,1.193
=

3

∑
k=1

√
2Ik (ak cos ϕk0 − bk sin ϕk0) (1.196)
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1.5.4 Twiss parameters

In the following the parameter k will always be used for the mode k and the parameter
j = 1, 2, 3 for the horizontal (x, px), vertical (y, py) and longitudinal plane (ζ, δ) in the
phase space. z2j−1 then stands for the coordinates (x, y, ζ) and z2j for (px,y , δ).
The Twiss parameters can be introduced by writing the components of the eigenvector

basis (ak(s), bk(s)) as the product of two envelope functions
√

βk,j(s),
√

γk,j(s) and

phase functions ϕk,j(s), ϕ̄k,j(s) = ϕk,j(s)− arctan(1/αk,j), also called Twiss parameters
or lattice functions, with

ak,2j−1(s) =
√

βk,j(s) cos ϕk,j(s),

bk,2j−1(s) =
√

βk,j(s) sin ϕk,j(s), k, j = 1, . . . , 3, (1.197)

ak,2j(s) =
√

γk,j(s) cos ϕ̄k,j(s),

bk,2j(s) =
√

γk,j(s) sin ϕ̄k,j(s), k, j = 1, . . . , 3 (1.198)

where βk,j(s), αk,j(s), γk,j(s) represent the projection of the ellipse of mode k on the
plane of coordinates z2k−1 − z2k.
Using Eqns. 1.186, 1.197, 1.198 and cos(x + y) = cos x cos y − sin x sin y, the coordi-
nates z(s) can be expressed by:

z2j−1(s) =
3

∑
k=1

√
2Ikβk,j(s) cos (ϕk,j(s) + ϕk,0) (1.199)

z2j(s) =
3

∑
k=1

√
2Ikγk,j(s) cos (ϕ̄k,j(s) + ϕk,0), j = 1, . . . , 3 (1.200)

Conversely the lattice functions can also be expressed by ak and bk with

βk,j(s) = ak,2j−1(s)2 + bk,2j−1(s)2 (1.201)

αk,j(s) = −ak,2j−1(s)ak,2j(s)− bk,2j−1(s)bk,2j(s) (1.202)

γk,j(s) = ak,2j(s)2 + bk,2j(s)2, (1.203)

The well known relations between the lattice functions
3

∑
j=1

βk,jϕ
′
k,j = 1 (1.204)

γk,j =
β2

k,jϕ
′2
k,j + α2

k,j

βk,j
, with (1.205)

αk,j := −1
2

β′k,j (1.206)

can then be derived with the help of the normalization condition (Eqn. 1.185)

aT
k Sbk = 1 (1.207)

by the following steps:
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1. As x′ = dx
ds , y′ = dy

ds and δ = dζ
ds the following relations hold also for ak and bk:

ak,2j = a′k,2j−1 =
d
ds
(ak,2j−1), (1.208)

bk,2j = b′k,2j−1 =
d
ds
(bk,2j−1), k, j = 1, . . . , 3 (1.209)

2. The normalization condition Eqn. 1.185 can then be written as

aT
k Sbk =

3

∑
j=1

√
βk,j cos ϕk,j

(√
βk,j sin ϕk,j

)′
−
(√

βk,j cos ϕk,j

)′√
βk,j sin ϕk,j

=
3

∑
j=1

βk,jϕ
′
k,j

= 1 (1.210)

Note that Eqn. 1.210 yields the the following relation between the phase advance
ϕ and β in 2D:

ϕ(s) = ϕ(0) +
∫ s

s0

1
β(s̄)

ds̄ (1.211)

3. Using the abbreviation αk,j := −1
2 βk,j, one finds for each mode k and plane j√

γk,j cos ϕk,j = ak,2j = a′k,2j−1 = (
√

βk,j cos ϕk,j)
′ (1)√

γk,j sin ϕk,j = bk,2j = b′k,2j−1 = (
√

βk,j sin ϕk,j)
′ (2)

(1)2+(2)2

⇒ γk,j =
β2

k,jϕ
′2
k,j + α2

k,j

βk,j
, k, j = 1, . . . , 3 (1.212)

which simplifies in the 2D case to:

γ
Eqn. 1.210

=
1 + α2

β
(1.213)

1.5.5 Transformation to normalized coordinates

The W matrix can be used to transform normalized coordinate into physical coordi-
nates and viceversa: 

x

px

y

py

ζ

pζ


= W



x̂

p̂x

ŷ

p̂y

ζ̂

p̂ζ


= W



√
εx x̃
√

εx p̃x
√

εyỹ
√

εy p̃y
√

εζ ζ̃
√

εζ p̃ζ


(1.214)
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where (
x̃ p̃x ỹ p̃y ζ̃ p̃ζ

)
(1.215)

are normalized coordinates in sigmas and εx, εy and εζ are the geometric emittances.

1.5.6 Action, amplitude and emittance

We define the action associated to the three modes:

Jx =
x̂2 + p̂2

x
2

, Jy =
ŷ2 + p̂2

y

2
, Jζ =

ζ̂2 + p̂2
ζ

2
(1.216)

The corresponding amplitudes are defined such that:

Ax =
√

x̂2 + p̂2
x =

√
2Jx, (1.217)

Ay =
√

ŷ2 + p̂2
y =

√
2Jy (1.218)

Aζ =
√

ζ̂2 + p̂2
ζ =

√
2Jζ (1.219)

A Gaussian distribution is defined such that the density with respect to each action
can be written as:

f (Jx) = KeJx/εx (1.220)

where the emittance εx can be written as:

εx =< Jx >=
∫

Jx f (Jx) dJx (1.221)

1.5.7 Dispersion and crab dispersion

For a particle having no betatron amplitude (x̂ = p̂x = ŷ = p̂y = 0) we can write:

x = W15ζ̂ + W16 p̂ζ (1.222)

ζ = W55ζ̂ + W56 p̂ζ (1.223)

pζ = W65ζ̂ + W66 p̂ζ (1.224)

1.5.7.1 Dispersion

The dispersion is:

D
pζ
x =

dx
dδ

for ζ = 0 (1.225)

By imposing ζ = 0 in Eq. 1.223 we obtain:

ζ̂ = −W56

W55
p̂ζ (1.226)

We replace in Eq. 1.224:
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p̂ζ =

(
W66 −

W65W56

W55

)−1

pζ (1.227)

From Eq. 1.226 we obtain:

ζ̂ = −W56

W55

(
W66 −

W65W56

W55

)−1

pζ (1.228)

Replacing the last two into Eq. 1.222 we obtain:

x =

(
W16 −

W15W56

W55

)(
W66 −

W65W56

W55

)−1

pζ (1.229)

which gives the dispersion:

D
pζ
x =

(
W16 −

W15W56

W55

)(
W66 −

W65W56

W55

)−1

(1.230)

A similar type of calculation can be done for the other planes, and for the transverse
momentum dispersion, obtaining D

pζ
px: which gives the dispersion:

D
pζ
px =

(
W26 −

W25W56

W55

)(
W66 −

W65W56

W55

)−1

(1.231)

D
pζ
y =

(
W36 −

W35W56

W55

)(
W66 −

W65W56

W55

)−1

(1.232)

D
pζ
py =

(
W46 −

W45W56

W55

)(
W66 −

W65W56

W55

)−1

(1.233)

1.5.7.2 Crab dispersion

The crab dispersion is:

Dζ
x =

dx
dz

for pζ = 0 (1.234)

By imposing pζ = 0 in Eq. 1.224 we obtain:

p̂ζ = −W65

W66
ζ̂ (1.235)

We replace in Eq. 1.223:

ζ̂ =

(
W55 −

W56W65

W66

)−1

ζ (1.236)

From Eq. 1.235 we obtain:

p̂ζ = −W65

W66

(
W55 −

W56W65

W66

)−1

ζ (1.237)
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Replacing the last two into Eq. 1.222 we obtain:

x =

(
W15 −

W16W65

W66

)(
W55 −

W56W65

W66

)−1

ζ (1.238)

which gives the crab dispersion:

Dζ
x =

(
W15 −

W16W65

W66

)(
W55 −

W56W65

W66

)−1

(1.239)

A similar type of calculation can be done for the other planes, and for transverse
momentum crab dispersion obtaining:

Dζ
px =

(
W25 −

W26W65

W66

)(
W55 −

W56W65

W66

)−1

(1.240)

Dζ
y =

(
W35 −

W36W65

W66

)(
W55 −

W56W65

W66

)−1

(1.241)

Dζ
py =

(
W45 −

W46W65

W66

)(
W55 −

W56W65

W66

)−1

(1.242)

1.6 Synchrotron radiation

We collect here some relevant properties of synchrotron radiation [12]:
We assume B = |B⊥|.
Classical particle radius:

r0 = Q2/
(

4πϵ0m0c2
)

(1.243)

Curvature, rigidity, field:
1
ρ
=

QB
p

=
QB

m0cβγ
(1.244)

Emitted power:

Ps =
2r0c3Q2β2γ2B2

3m0c2 (1.245)

Critical frequency:

ωc =
3Qβ2γ2B

2m0
(1.246)

Critical energy:

Eγc = h̄ωc =
3Qh̄β2γ2B

2m0
(1.247)

Number of photons per unit time:

ṅs =
15
√

3
8

Ps

Eγc
=

60
√

3
72

r0cQB
h̄

(1.248)
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Average photon energy:

⟨Eγ⟩ =
8
√

3
45

Eγc =
8
√

3
15

Qh̄β2γ2B
2m0

(1.249)

Photon energy variance:

〈
E2

γ

〉
=

11
27

E2
γc =

11
12

Q2h̄2β4γ4B2

m2
0

(1.250)

〈
ṅs∆δ2

〉
=

〈
ṅsE2

γ

〉
E2

0
=

11
12

1
m2

0c4γ2
0

Q2h̄2β4γ4B2

m2
0

60
√

3
72

cQB
h̄

Q2

4πϵ0m0c2 (1.251)

The algorithm to generate photon energies with the appropriate distribution in de-
scribed in [13].

1.6.1 Damping from synchrotron radiation

The damping constants from synchrotron radiation can be easily obtained from mag-
nitude of the eigenvalues of the one-turn matrix:

αx = − log(|λx|) (1.252)
αy = − log(|λy|) (1.253)
αζ = − log(|λζ |) (1.254)

The damping acts such that:
1

Ax

dAx

dt
= −αx

T0
(1.255)

where T0 is the revolution period. From Eq. 1.217 we obtain:

dJx

dt
= −2αx

T0
Jx (1.256)

By averaging over the beam distribution we obtain:

dεx

dt
= −2αx

T0
εx (1.257)

1.6.2 Equilibrium emittance

This section is based on the approach described in [14].
To account for the kicks experienced by the particles due to quantum excitation we
note that the transverse momentum change due to an energy kick in the direction of
the particle motion can be written as:

Pnew
x,y = Pold

x,y
Pnew

Pold (1.258)
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From this:

Pnew
x,y − Pold

x,y = Pold
x,y

(
Pnew − Pold

Pold

)
(1.259)

Dividing by P0:

Pnew
x,y − Pold

x,y

P0
=

Pold
x,y

P0

(
Pnew − Pold

P0

)
P0

Pold (1.260)

Using the accelerator coordinates definitions (Eqs. 1.13 and 1.14), we obtain:

∆px,y =
px,y

1 + δ
∆δ (1.261)

The corresponding change in normalized coordinates can be computed from Eq. 1.262:



∆x̃

∆ p̃x

∆ỹ

∆ p̃y

∆ζ̃

∆ p̃ζ


= W−1



0
px

1 + δ
∆δ

0
py

1 + δ
∆δ

0

∆δ


(1.262)

Using the Eq. 1.189 we obtain:

∆x̂ = Kx∆δ (1.263)
∆ p̂x = Kpx ∆δ (1.264)
∆ŷ = Ky∆δ (1.265)
∆ p̂y = Kpy ∆δ (1.266)

∆ζ̂ = Kζ∆δ (1.267)
∆ p̂ζ = Kpζ

∆δ (1.268)
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where:

Kx =

(
a11px + a13py

1 + δ
+ a15

)
(1.269)

Kpx =

(
b11px + b13py

1 + δ
+ b15

)
(1.270)

Ky =

(
a21px + a23py

1 + δ
+ a25

)
(1.271)

Kpy =

(
b21px + b23py

1 + δ
+ b25

)
(1.272)

Kζ =

(
a31px + a33py

1 + δ
+ a35

)
(1.273)

Kpζ
=

(
b31px + b33py

1 + δ
+ b35

)
(1.274)

The change in action (see Eq. 1.216) associated to the first mode, due to the emission
of a photon can be written as:

∆Jx =
1
2

[
(x̂ + ∆x̂)2 ( p̂x + ∆ p̂x)

2 − x̂2 − p̂2
x

]
(1.275)

=
1
2

[
∆x̂2 + ∆ p̂2

x + 2x̂∆x̂ + 2p̂x∆ p̂x

]
(1.276)

Averaging over all particles in the beam we obtain:

∆εx =< ∆Jx >=
1
2

(
< ∆x̂2 > + < ∆ p̂2

x >
)

(1.277)

Using Eqs. 1.263 and 1.264 we obtain:

∆εx =< ∆Jx >=
1
2

(
K2

x +K2
px

)
< ∆δ2 > (1.278)

Assuming that the kicks are uncorrelated we can obtain the emittance growth rate
from quantum excitation integrating over a full turn:(

dεx

dt

)
quant

=
1

2T0c

∫ C

0

(
K2

x +K2
px

)
< Ṅ∆δ2 > ds (1.279)

where Ṅ is the photon emission rate (number of photons per unit time), T0 is the
revolution period, C is the circumference.
By summing Eqs. 1.257 and 1.279 we obtain the total instantaneous growth rate:

dεx

dt
=

(
dεx

dt

)
damp

+

(
dεx

dt

)
quant

= −2αx

T0
εx +

1
2T0c

∫ C

0

(
K2

x +K2
px

)
< Ṅ∆δ2 > ds

(1.280)
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By imposing the derivative to be zero we obtain the value of the equilibrium emit-
tance:

εx =
1

4αxc

∫ C

0

(
K2

x +K2
px

)
< Ṅ∆δ2 > ds (1.281)

In the ultra-relativistic approximation:

< Ṅ∆δ2 >=
< Ṅ(∆E)2 >

E2
0

(1.282)

1.7 Synchrotron motion

Definition of momentum compaction factor:

αc =
∆C/C

δ
(1.283)

Slip factor:

η = −∆ f / f0

δ
= αc −

1
γ2

0
=

1
γ2

t
− 1

γ2
0

(1.284)

(positive above transition)
Slippage over a single turn:

∆ζ = −β0c∆T = −β0c(T − T0) = −β0c
(

1
f
− 1

f0

)
(1.285)

= −β0c
f0

(
1

1 + ∆ f / f0
− 1
)
≃ β0c

f0

∆ f
f0

= −η
β0c
f0

δ = −ηCδ (1.286)

RF kick

∆E = qVRF sin (2πhRF f0t + ϕRF) (1.287)

= qVRF sin
(
−2πhRF

ζ

C
+ ϕRF

)
(1.288)

= qVRF sin
(
−2π fRF

ζ

β0c
+ ϕRF

)
(1.289)

from which:

∆pζ =
∆E

β2
0E0

=
qVRF

β2
0E0

sin
(
−2π fRF

ζ

β0c
+ ϕRF

)
(1.290)

1.7.1 Linearized motion

We expand around the fixed point ζ0:

∆pζ ≈
qVRF

β2
0E0

sin
(
−2π fRF

ζ0

β0c
+ ϕRF

)
− 2πq fRFVRF

β3
0E0c

(ζ − ζ0) cos
(
−2π fRF

ζ0

β0c
+ ϕRF

)
(1.291)
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We call synchronous phase:

ϕs = −2π fRF
ζ0

β0c
+ ϕRF (1.292)

And we call

ζ̂ = ζ − ζ0 (1.293)

obtaining:

∆pζ ≈
qVRF

β2
0E0

sin ϕs −
2πq fRFVRF

β3
0E0c

ζ̂ cos ϕs (1.294)

We assume that that the energy deviation of the stable fixed point is zero:

∆pζ ≈ −
2πq fRFVRF

β3
0E0c

cos ϕsζ̂ (1.295)

1.7.2 Smooth approximation

Assuming that the slippage and the energy kicks are uniformly distributed along the
ring we have:

dpζ

ds
=

∆pζ

C
= −2πqVRF

β3
0CE0c

cos ϕsζ̂ (1.296)

dζ̂

ds
=

∆ζ

C
= −ηpζ (1.297)

where we have used the approximation:

β ≃ β0 ⇒ δ ≃ pζ (1.298)

We derive the second equation and replace the first:

d2ζ̂

ds2 −
2πqη fRFVRF

β3
0CE0c

cos ϕsζ̂ = 0 (1.299)

The motion is stable if

η cos ϕs < 0 (1.300)

In that case the solution is in the form:

ζ̂(s) = A sin

(√
−2πqη fRFVRF

β3
0CE0c

cos ϕss + B

)
= A sin (2πQss/C + B) (1.301)

where the synchrotron tune is given by:
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Qs =

√
−2πqη fRFVRF

β3
0CE0c

cos ϕs
C

2π
=

√
−qη fRFCVRF

2πβ3
0E0c

cos ϕs (1.302)

We replace

fRF =
hRFβ0c

C
(1.303)

obtaining:

Qs =

√
−qηhRFVRF

2πβ2
0E0

cos ϕs (1.304)

The solution can be written as:

ζ̂(s) = ζ̂A cos (2πQss/C) + B sin (2πQss/C) (1.305)

Replacing in Eq. 1.297:

pζ = −2πQs

ηC
(−ζA sin (2πQss/C) + B cos (2πQss/C)) (1.306)

Replacing s = 0:

pζA = −2πQs

ηC
B (1.307)

from which:

B = − ηC
2πQs

pζA = −βζ pζA (1.308)

where we have defined:

βζ =
ηC

2πQs
(1.309)

Replacing

ζ̂(s) = ζ̂A cos
(

2πQs
s
C

)
− pζA βζ sin

(
2πQs

s
C

)
(1.310)

pζ(s) =
ζ̂A

βζ
sin
(

2πQs
s
C

)
+ pζA cos

(
2πQs

s
C

)
(1.311)

For the kick-drift mode we want to rewrite the Eq. 1.295:

∆pζ = −2πq fRFVRF

β3
0E0c

cos ϕsζ̂ (1.312)
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1.8 Coasting beams

In coasting beams different particles have different revolution frequencies, depending
on their momentum, particles perform a different number of turns in a given time.
If in the line we have collective elements which need to measure the beam distribution
at a certain location s and at a given time t, we need to ensure that all particles present
a s at the instant t are present at the element.
We define for each particle and for any couple of positions s1 < s2:

β̂(s1, s2) =
s2 − s1

t(s2)− t(s1)
(1.313)

[DEVELOP A BIT ON ITS MEANING]
We choose an auxiliary value βsim such that at all times:

β̂(s1, s2) < βsim for all particles and any s1, s2 (1.314)

β̂(s1, s2) >
βsim

2
for all particles and any s1, s2 (1.315)

From βsim we define an auxiliary time interval ∆T as:

∆T =
L

βsimc
(1.316)

At each “turn” n we want to simulate at any collective element the time frame Fn(s)
given by:

Fn(s) =
[

Tn(s)−
∆T
2

, Tn(s) +
∆T
2

]
(1.317)

where:
Tn(s) = n∆T +

s
βsimc

(1.318)

We can see that intervals are contiguous, hence at any locations over N turns we are
simulating a time interval of length N∆T.
From Eq 1.318 we can simply derive the following relations, which will be useful in
the following:

Tn+1(s)− Tn(s) = ∆T (1.319)

Tn(s2)− Tn(s1) =
s2 − s1

βsimc
(1.320)

We also note that the condition t(s) ∈ Fn(s) can be rewritten as:

−∆T
2

< t− n∆T − s
βsimc

<
∆T
2

(1.321)

We can prove the following propositions (see Sec. 1.8.3):

Proposition 1: If the time tk(s1) defining the k-th arrival of a particle at location s1
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falls in the frame Fn(s1), then the particle arrives at location s2 > s1 either in the frame
Fn(s2) or in the following frame Fn+1(s2). In symbols:

tk(s1) ∈ Fn(s1)⇒ tk(s2) ∈ Fn(s2) ∪ Fn+1(s2) for any s1 < s2 (1.322)

Proposition 2: If the time tk(L) defining the k-th arrival of a particle at the end of the
line falls in the frame Fn(L), than the time tk+1(0) = tk(L) of the (k + 1)-th arrival of
the particle at s = 0 falls in the interval Fn+1(0). In symbols:

tk(L) ∈ Fn(L)⇒ tk+1(0) ∈ Fn+1(0) (1.323)

Proposition 3: If the time tk(s2) defining the k-th arrival of a particle at location s2
falls in the frame Fn(s2), then the time of (k + 1)-th arrival at any location s1 < s2 falls
in the frame Fn+1(s1) or in the following frame Fn+1(s1). In symbols:

tk(s2) ∈ Fn(s2)⇒ tk+1(s1) ∈ Fn+1(s1) ∪ Fn+2(s1) for any s1 < s2 (1.324)

1.8.1 ζ definition and update

For the tracking of coasting beams we define the longitudinal coordinate ζ as:

ζ = s− β0c(t− n∆T) (1.325)

where s is the distance from the start of the line for the present turn, t is the absolute
time since the start of the simulation, n is the index of the present simulated time
frame.
We can write t in terms of ζ as:

t =
s

β0c
− ζ

β0c
+ n∆T (1.326)

With this definition the ζ coordinate needs to be updated each time the particle passes
at the start of the line since across the s = 0 we can write:

ζ− = L− β0c(t− n∆T) (1.327)

ζ+ = 0− β0c(t− (n + 1)∆T) (1.328)

where t is the time at which the particle passes zero (which is the same in both equa-
tions).
Combining the two equations we can write:

ζ+ = ζ− − (L− β0c∆T) (1.329)

In standard simulations for bunched beams the simulated frame is ∆T = L/(β0c) ,
hence the ζ coordinate is continuous.
For coasting beams ∆T is given by Eq. 1.316, hence the ζ needs to be updated at each
turn using:

ζ+ = ζ− − L
(

1− β0

βsim

)
(1.330)
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We want to translate the condition Eq. 1.321 into a condition on ζ. Replacing Eq. 1.326
into Eq. 1.321 we obtain:

−∆T
2

<

(
s

β0c
− ζ

β0c
+ n∆T

)
− n∆T − s

βsimc
<

∆T
2

(1.331)

We change signs:
∆T
2

> − s
β0c

+
ζ

β0c
+

s
βsimc

> −∆T
2

(1.332)

We rearrange:

−∆T
2

< − s
β0c

+
ζ

β0c
+

s
βsimc

<
∆T
2

(1.333)

−β0c
∆T
2

< ζ − s
(

1− β0

βsim

)
< β0c

∆T
2

(1.334)

from which we can write:

t ∈ Fn(s) ⇔ −∆ζ

2
< ζ − s

(
1− β0

βsim

)
<

∆ζ

2
(1.335)

where we have defined:

∆ζ = β0c∆T =
β0

βsim
L (1.336)

1.8.2 Handling particles jumping to the following frame

From Proposition 1 we know that during tracking particles will either stay in the
present frame or “jump” to the following one.
From Eqs. 1.317 and 1.335, we know that the jump occurs when:

t > Tn(s) +
∆T
2
⇔ ζ <

∆ζ

2
(1.337)

When this condition is met, the particle tracking needs to be paused for the remain-
der of the frame n (based on Proposition 1 it cannot go back to frame n) and, based
on Proposition 2, its tracking needs to be resumed from the same location where the
tracking was paused when tracking the following frame. As the frame index is in-
creased, ζ needs to be updated to preserve the time of arrival:

ζbefore jump = s− β0c (t− n∆T) (1.338)

ζafter jump = s− β0c (t− (n + 1)) (1.339)

from which we obtain:

ζafter jump = ζbefore jump + β0c∆T = ζbefore jump + ∆ζ (1.340)
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1.8.3 Proofs

We notice that from Eqs. 1.314 and 1.315 we can write

β̂ < βsim ⇒ 1
β̂
>

1
βsim

⇒
(

1
β̂
− 1

βsim

)
> 0 (1.341)

β̂ >
βsim

2
⇒ 1

β̂
>

2
βsim

⇒
(

1
β̂
− 1

βsim

)
<

1
βsim

(1.342)

Combining the two we obtain

0 <

(
1
β̂
− 1

βsim

)
<

1
βsim

(1.343)

Proof of proposition 1

By definition of β̂ we can write:

tk(s2) = tk(s1) +
s2 − s1

β̂c
(1.344)

By the hypothesis:

tk(s1) > Tn(s1)−
∆T
2

(1.345)

hence:
tk(s2) > Tn(s1)−

∆T
2

+
s2 − s1

β̂c
(1.346)

Using Eq. 1.320 we can write:

tk(s2) > Tn(s2)−
s2 − s1

βsimc
− ∆T

2
+

s2 − s1

β̂c
(1.347)

Rearranging:

tk(s2) > Tn(s2)−
∆T
2

+
s2 − s1

c

(
1

β̂(s)
− 1

βsim

)
(1.348)

Using Eq. 1.343 and the fact that by hypotheses that s2 > s1, we know that the last
term is positive. Therefore we can write:

tk(s2) > Tn(s2)−
∆T
2

(1.349)

Similarly from the hypothesis we know:

tk(s1) < Tn(s1) +
∆T
2

(1.350)

From Eq. 1.344 we can write:

tk(s2) < Tn(s1) +
∆T
2

+
s2 − s1

β̂c
(1.351)
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Again, using Eq. 1.320 we obtain:

tk(s2) < Tn(s2)−
s2 − s1

βsimc
− ∆T

2
+

s2 − s1

β̂c
(1.352)

Rearranging:

tk(s2) < Tn(s2) +
∆T
2

+
s2 − s1

c

(
1

β̂(s)
− 1

βsim

)
(1.353)

Using Eq. 1.343 we obtain:

tk(s2) < Tn(s2) +
∆T
2

+
s2 − s1

βsimc
(1.354)

Using the fact that s2 − s1 < L and Eq. 1.316 we can write:

s2 − s1

βsimc
<

L
βsimc

= ∆T (1.355)

Replacing in Eq. 1.354 we obtain:

tk(s2) < Tn(s2) +
∆T
2

+ ∆T (1.356)

Using Eq. 1.319 we obtain:

tk(s2) < Tn+1(s2) + T
∆T
2

(1.357)

Combining Eq. 1.349 and 1.349 we obtain:

Tn(s2) +
∆T
2

< tk(s2) < Tn+1(s2) +
∆T
2

(1.358)

which is what we wanted to prove.

Proof of proposition 2

By definition:
tk+1(0) = tk(L) (1.359)

We know that tk(L) ∈ Fn(L) hence, from Eq. 1.317 we can write:

tk+1(0) > Tn(L)− ∆T
2

(1.360)

From Eq. 1.318 we obtain:

tk+1(0) > n∆T − ∆T
2

+
L

βsimc
(1.361)

from Eq. 1.316 we get:

tk+1(0) > (n + 1)∆T − ∆T
2

(1.362)

and from Eq. 1.318 (with s = 0) we obtain:

tk+1(0) > Tn+1(0)−
∆T
2

(1.363)

which is what we wanted to prove.
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Proof of proposition 3

From the hypothesis:

tk(s2) > Tn(s2)−
∆T
2

(1.364)

As L > s2, using Proposition 1 we can write:

tk(L) > Tn(L)− ∆T
2

(1.365)

Using Proposition 2 we can write:

tk+1(0) > Tn+1(0)−
∆T
2

(1.366)

Using the fact that s1 > 0, we can apply again Proposition 1, obtaining:

tk+1(s1) > Tn+1(1)−
∆T
2

(1.367)

which is what we wanted to prove.



Chapter 2

Xfields

2.1 Fields generated by a bunch of particles

We assume that the bunch travels rigidly along s with velocity β0c:

ρ (x, y, s, t) = ρ0 (x, y, s− β0ct) (2.1)

J (x, y, s, t) = β0c ρ0 (x, y, s− β0ct) îs (2.2)

We define an auxiliary variable ζ as the position along the bunch:

ζ = s− β0ct . (2.3)

We call K the lab reference frame in which we have defined all equations above, and
we introduce a boosted frame K′ moving rigidly with the reference particle. The co-
ordinates in the two systems are related by a Lorentz transformation [?]:

ct′ = γ0 (ct− β0s) (2.4)

x′ = x (2.5)

y′ = y (2.6)

s′ = γ0 (s− β0ct) = γ0ζ (2.7)

The corresponding inverse transformation is:

ct = γ0
(
ct′ + β0s′

)
(2.8)

x = x′ (2.9)

y = y′ (2.10)

s = γ0
(
s′ + β0ct′

)
(2.11)

The quantities
(
cρ, Jx, Jy, Js

)
form a Lorentz 4-vector and therefore they are trans-

formed between K and K′ by relationships similar to the Eqs. 2.4-2.6 [?]:

cρ′
(
r’, t′

)
= γ0

[
cρ
(
r
(
r’, t′

)
, t
(
r’, t′

))
− β0 Js

(
r
(
r’, t′

)
, t
(
r’, t′

))]
(2.12)

J′s
(
r’, t′

)
= γ0

[
Js
(
r
(
r’, t′

)
, t
(
r’, t′

))
− β0cρ

(
r
(
r’, t′

)
, t
(
r’, t′

))]
(2.13)
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where the transformations r (r’, t′) and t (r’, t′) are defined by Eqs. 2.8 and 2.11 respec-
tively. The transverse components Jx and Jy of the current vector are invariant for our
transformation, and are anyhow zero in our case.
Using Eq. 2.2 these become:

ρ′
(
r’, t′

)
=

1
γ0

ρ
(
r
(
r’, t′

)
, t
(
r’, t′

))
(2.14)

J′s
(
r’, t′

)
= 0 (2.15)

Using Eqs. 2.1 and 2.8-2.10, we obtain:

ρ
(
x′, y′, s(s′, t′), t(s′, t′)

)
= ρ0

(
x′, y′, s(s′, t′)− β0c t(s′, t′)

)
(2.16)

From Eq. 2.7 we get:

s(s′, t′)− β0c t(s′, t′) =
s′

γ0
(2.17)

where the coordinate t′ has disappeared.
We can therefore write:

ρ′
(
x′, y′, s′, t′

)
=

1
γ0

ρ0

(
x′, y′,

s′

γ0

)
(2.18)

The electric potential in the bunch frame is solution of Poisson’s equation:

∂2ϕ′

∂x′2
+

∂2ϕ′

∂y′2
+

∂2ϕ′

∂s′2
= −ρ′(x′, y′, s′)

ε0
(2.19)

From Eq. 2.18 we can write:

∂2ϕ′

∂x′2
+

∂2ϕ′

∂y′2
+

∂2ϕ′

∂s′2
= − 1

γ0ε0
ρ0

(
x′, y′,

s′

γ0

)
(2.20)

We now make the substitution:

ζ =
s′

γ0
(2.21)

obtained from Eq. 2.7, which allows to rewrite Eq. 2.20 as:

∂2ϕ′

∂x2 +
∂2ϕ′

∂y2 +
1

γ2
0

∂2ϕ′

∂ζ2 = − 1
γ0ε0

ρ0 (x, y, ζ) (2.22)

Here we have dropped the “′” sign from x and y as these coordinates are unaffected
by the Lorentz boost.
The quantities

(
ϕ
c , Ax, Ay, As

)
form a Lorentz 4-vector, so we can write:

ϕ = γ0
(
ϕ′ + β0cA′s

)
(2.23)

As = A′s + β0
ϕ′

c
(2.24)
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In the bunch frame the charges are at rest therefore A′x = A′y = A′s = 0 therefore:

ϕ = γ0ϕ′ (2.25)

As = β0
ϕ′

c
=

β0

γ0c
ϕ (2.26)

Combining Eq. 2.25 with Eq. 2.22 we obtain the equation in ϕ:

∂2ϕ

∂x2 +
∂2ϕ

∂y2 +
1

γ2
0

∂2ϕ

∂ζ2 = − 1
ε0

ρ0 (x, y, ζ) (2.27)

2.1.1 2.5D approximation

For large enough values of γ0, Eq. 2.22 can be approximated by:

∂2ϕ

∂x2 +
∂2ϕ

∂y2 = − 1
ε0

ρ0 (x, y, ζ) (2.28)

which means that we can solve a simple 2D problem for each beam slice (identified
by its coordinate ζ).

2.1.2 Modulated 2D

Often the beam distribution can be factorized as:

ρ0(x, y, ζ) = q0λ0(ζ)ρ⊥(x, y) (2.29)

where: ∫
ρ⊥(x, y) dx dy = 1 (2.30)

and λ0(z) is therefore the bunch line density.
For a bunched beam: ∫

λ0(z) dz = N (2.31)

where N is the bunch population.
In this case the potential can be factorized as:

ϕ(x, y, ζ) = q0λ(ζ)ϕ⊥(x, y) (2.32)

where ϕ⊥(x, y) is the solution of the following 2D Poisson equation:

∂2ϕ⊥
∂x2 +

∂2ϕ⊥
∂y2 = − 1

ε0
ρ⊥ (x, y) (2.33)
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2.2 Lorentz force

We now compute the Lorentz force on the particles moving in the longitudinal direc-
tions, including particles of the bunch itself (space charge forces) and particles of a
colliding bunch moving in the opposite directions (beam-beam forces). The angles of
such test particles are neglected as done in the usual thin-lens approximation. There-
fore the velocity of a test particle can be written as:

v = βc îs (2.34)

The Lorenz force can be written as:

F = q
(
−∇ϕ− ∂A

∂t
+ βc îs × (∇×A)

)
= q

(
−∇ϕ− β0

γ0c
∂ϕ

∂t
îs + βc îs × (∇×A)

) (2.35)

We compute the vector product:

îs × (∇×A) =

(
∂As

∂x
− ∂Ax

∂s

)
îx +

(
∂As

∂y
−

∂Ay

∂s

)
îy

=

(
∂As

∂x
− ∂Ax

∂s

)
îx +

(
∂As

∂y
−

∂Ay

∂s

)
îy +

(
∂As

∂s
− ∂As

∂s

)
︸ ︷︷ ︸

=0

îs

= ∇As −
∂A
∂s

(2.36)

We replace:

F = q
(
−∇ϕ− β0

γ0c
∂ϕ

∂t
îs + ββ0∇ϕ− ββ0

γ0

∂ϕ

∂s
îs

)
(2.37)

The potentials will have the same form as the sources (this can be shown explicitly
using the Lorentz transformations):

ϕ(x, y, s, t) = ϕ

(
x, y, t− s

β0c

)
(2.38)

For a function in this form we can write:

∂ϕ

∂s
=

∂

∂ζ
= − 1

β0c
∂ϕ

∂t
(2.39)

obtaining:

F = q

(
−∇ϕ +

β2
0

γ0

∂ϕ

∂ζ
îs + ββ0∇ϕ− ββ0

γ0

∂ϕ

∂ζ
îs

)
(2.40)

Reorganizing:

F = −q(1− ββ0)∇ϕ− β0(β− β0)

γ0

∂ϕ

∂ζ
îs (2.41)
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Writing the dependencies explicitly:

Fx(x, y, ζ(t)) = −q(1− ββ0)
∂ϕ

∂x
(x, y, ζ(t)) (2.42)

Fy(x, y, ζ(t)) = −q(1− ββ0)
∂ϕ

∂y
(x, y, ζ(t)) (2.43)

Fz(x, y, ζ(t)) = −q
(

1− ββ0 −
β0(β− β0)

γ0

)
∂ϕ

∂ζ
(x, y, ζ(t)) (2.44)

where ζ(t) is the position of the particle within the bunch.

2.3 Space charge

Over the single interaction we neglect the particle slippage1:

β = β0 (2.45)
ζ(t) = ζ (2.46)

This gives the following simplification of Eqs. (2.42) - (2.44):

Fx(x, y, ζ) = −q(1− β2
0)

∂ϕ

∂x
(x, y, ζ) (2.47)

Fy(x, y, ζ) = −q(1− β2
0)

∂ϕ

∂y
(x, y, ζ) (2.48)

Fz(x, y, ζ) = −q(1− β2
0)

∂ϕ

∂ζ
(x, y, ζ) (2.49)

In this way the force over the single interaction becomes independent on time and
therefore we can compute the kicks simply as:

∆P =
L

β0c
F (2.50)

where L is the portion of the machine on which we want to compute the e-cloud
interaction.
The kicks on the normalized momenta can be expressed as (recalling that P0 = m0β0γ0c):

∆px =
m0

m
∆Px

P0
= −

qL(1− β2
0)

mγ0β2
0c2

∂ϕ

∂x
(x, y, ζ) (2.51)

∆py =
m0

m
∆Py

P0
= −

qL(1− β2
0)

mγ0β2
0c2

∂ϕ

∂y
(x, y, ζ) (2.52)

∆δ ≃ ∆pz =
m0

m
∆Pz

P0
= −

qL(1− β2
0)

mγ0β2
0c2

∂ϕ

∂ζ
(x, y, ζ) (2.53)

1In any case one would need to take into account also the dispersion in order to have the right
slippage.
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If the beam includes particles of different species (tracking of fragments), note that
here q and m refer to the individual particle while m0 is the mass of the reference
particle.
In the modulated 2D case (see Sec. 2.1.2 and in particular Eq. 2.32), the kick can be
expressed as:

∆px =
m0

m
∆Px

P0
= −

qq0L(1− β2
0)

mγ0β2
0c2

λ0(ζ)
∂ϕ⊥
∂x

(x, y) (2.54)

∆py =
m0

m
∆Py

P0
= −

qq0L(1− β2
0)

mγ0β2
0c2

λ0(ζ)
∂ϕ⊥
∂y

(x, y) (2.55)

∆δ ≃ ∆pz =
m0

m
∆Pz

P0
= −

qq0L(1− β2
0)

mγ0β2
0c2

dλ0

dζ
(ζ) ϕ⊥ (x, y) (2.56)

2.4 Intra-Beam Scattering

Intra-beam scattering (IBS) is the process of small angle, multiple Coulomb scatter-
ing of charged particles within the beam. It leads to a redistribution of the particle
momenta in six-dimentional phase space.

2.4.1 Analytical Growth Rates

Theoretical models commonly characterize the effect of IBS with growth rates, which
govern differential equations describing the evolution of rms emittances of the beam.
The horizontal (τx), vertical (τy) and longitudinal (τz) growth rates are defined as:

1
τx

=
1

ε1/2
x

dε1/2
x

dt
,

1
τy

=
1

ε1/2
y

dε1/2
y

dt
,

1
τz

=
1
εz

dεz

dt
.

(2.57)

The growth rates themselves are expressed from the lattice optics and the beam prop-
erties. In xfields two different formalism are available to compute these growth rates,
which both assume transverse and longitudinal Gaussian bunch profiles. Both rely
on the computation of the Coulomb logarithm LC, which in xfields is computed as in
MAD-X, according to the expression in the Physics Vade Mecum [15]:

LC = ln
(

rmax

rmin

)
, (2.58)

where rmax is taken as the smaller of σx and the Debye length, while rmin is taken as
the larger of the classical distance of closest approach and the quantum diffraction
limit from the nuclear radius.
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In xfields the computed and returned values are Tu = 1/τu for plane u, and are given
in
[
s−1].

2.4.1.1 Nagaitsev Formalism

One available formalism follows the approach introduced by S. Nagaitsev in [16].
It provides a fast computation method through symmetric elliptic integrals of the
second kind, RD(x, y, z):

RD(x, y, z) =
3
2

∫ ∞

0

dt√
(t + x)(t + y)(t + z)3

. (2.59)

Interestingly, this integral has the following special properties:

RD(x, x, x) = x−3/2, (2.60)

RD(x, y, z) + RD(y, z, x) + RD(z, x, y) =
3
√

xyz
. (2.61)

This method is particularly efficient, as thanks to (2.61) only two evaluations of this
integral (which does not scale with the size of the lattice) are needed to obtain various
simple terms from which one can compute the growth rates.

In xfields, the following steps are taken. First the ax, ay, as, a1 and a2 terms are com-
puted:

ax =
βx

εx
, ay =

βy

εy
, as = ax

(
D2

x
β2

x
+ Φ2

)
+

1
σ2

p
,

a1 =
1
2
(ax + γ2as), a2 =

1
2
(ax − γ2as) .

(2.62)

where the Φ term is defined as:

Φ = D′x −
β′xDx

2βx
. (2.63)

Then the λ1, λ2 and λ3 terms are computed:

λ1 = ay , λ2 = a1 +
√

a2
2 + γ2a2

xΦ2 , λ3 = a1 −
√

a2
2 + γ2a2

xΦ2 . (2.64)

and used to compute three integrals R1, R2 and R3 (through with (2.61) only two need
to be computed):

R1 =
1

λ1
RD(

1
λ2

,
1

λ3
,

1
λ1

) ,

R2 =
1

λ2
RD(

1
λ3

,
1

λ1
,

1
λ2

) ,

R3 =
1

λ3
RD(

1
λ1

,
1

λ2
,

1
λ3

) .

(2.65)
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Using all the above the Sp, Sx and Sxp terms are computed according to (2.66):

Sp =
γ2

2

2R1 − R2

1− 3a2√
a2

2 + γ2a2
xΦ2

− R3

1 +
3a2√

a2
2 + γ2a2

xΦ2

 ,

Sx =
1
2

2R1 − R2

1 +
3a2√

a2
2 + γ2a2

xΦ2

− R3

1− 3a2√
a2

2 + γ2a2
xΦ2

 ,

Sxp =
3γ2Φ2ax√

a2
2 + γ2a2

xΦ2
(R3 − R2) .

(2.66)

From these, one computes the integrals - called the Nagaitsev integrals in the xfields
code base - Ix, Iy and Iz:

Ix =
∫ C

0

βxds
Lσxσy

[
Sx +

(
D2

x
β2

x
+ Φ2

)
Sp + Sxp

]
,

Iy =
∫ C

0

βyds
Lσxσy

(R2 + R3 − 2R1) ,

Iz =
∫ C

0

ds
Lσxσy

Sp .

(2.67)

with C the circumference (or length) of the machine. Finally, the growth rates are
computed as:

Tx =
1
τx

=
1
εx

Nr2
0cLC

12πβ3γ5σs
Ix (2.68)

Ty =
1
τy

=
1
εy

Nr2
0cLC

12πβ3γ5σs
Iy (2.69)

Tz =
1
τz

=
1
σ2

p

Nr2
0cLC

12πβ3γ5σs
Iz (2.70)

In the above N is the total beam intensity, r0 the classical particle radius, c the speed
of light in vacuum, LC the Coulomb logarithm from (2.58), β and γ the relativistic
parameters of the beam and σs the bunch length.

One should note, however, that this formalism does not take into account vertical
dispersion, and in the presence of Dy will yield an erroneous vertical growth rate. For
machines with vertical dispersion, the Bjorken-Mtingwa formalism presented below
is recommended.
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2.4.1.2 Bjorken-Mtingwa Formalism

The IBS growth rates can also be computed according to the theory by Bjorken and Mt-
ingwa [17]. The specific implementation follows that of the MAD-X code, for which
modifications to the terms of B&M’s theory have been made to account for vertical
dispersion non-ultrarelativistic beams [18].

In the Bjorken-Mtingwa formalism, the growth rates are computed at every element
in the lattice and averaged over the machine to yield final values. For a given plane d
(horizontal, vertical or longitudinal), the growth rate is computed as:

1
τd

=
Nr2

0cm3LCπ2

γΓ

〈∫ ∞

0

dλλ1/2

[det(L + λI)]1/2

{
Tr Ld Tr

(
1

L + λI

)
− 3 Tr Ld

(
1

L + λI

)}〉
(2.71)

in which N is the total beam intensity, r0 the classical particle radius, c the speed of
light in vacuum, m the mass of the considered particle, LC the Coulomb logarithm
from (2.58), γ the relativistic parameter of the beam, and Γ the six-dimensional phase
space volume of the beam, defined as:

Γ = (2π)3 (βγ)3 m3εxεyσδσz (2.72)

with σδ the relative momentum spread and σz the bunch length. One should not this
expression is corrected by a factor

√
2 for coasting beams.

In (2.71) λ is simply the integration variable, I is the 3x3 identity matrix, and L is the
3x3 matrix and the matrix L is defined as:

L = L(x) + L(y) + L(z) , (2.73)

where the plane-dependent matrices L(x), L(y) and L(z) are defined as:

L(x) =
βx

ϵx


1 −γϕx 0

−γϕx γ2Hx/βx 0

0 0 0

 , (2.74)

L(y) =
βy

ϵy


0 0 0

0 γ2Hy/βy −γϕy

0 −γϕy 1

 , (2.75)

L(z) =
γ2

σ2
δ


0 0 0

0 1 0

0 0 0

 . (2.76)

The Φx,y and Hx,y terms are defined as:

ϕx,y = D′x,y −
β′x,yDx,y

2βx,y
, (2.77)
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and

Hx,y =
D2

x,y + β2
x,yϕ2

x,y

βx,y
. (2.78)

In [18] a new expression was derived for each growth rates, which is the implemented
approach. In xfields, the computation of the growth rates takes the following steps.
First the a, b, c, ax, bx, ay, by, az and bz terms are computed as defined below:

a = γ2
(

Hx

εx
+

Hy

εy

)
+

γ2

σ2
δ

+

(
βx

εx
+

βy

εy

)
, (2.79)

b =

(
βx

εx
+

βy

εy

)(
γ2D2

x
εxβx

+
γ2D2

y

εyβy
+

γ2

σ2
δ

)
+

βxβy

εxεy
γ2
(

Φ2
x + Φ2

y

)
+

βxβy

εxεy
, (2.80)

c =
βxβy

εxεy

(
γ2D2

x
εxβx

+
γ2D2

y

εyβy
+

γ2

σ2
δ

)
, (2.81)

ax =2γ2

(
Hx

εx
+

Hy

εy
+

1
σ2

δ

)
−

βxHy

Hxεy
+

βx

Hxγ2

(
2βx

εy
−

βy

εy
− γ2

σ2
δ

)

− 2
βx

εx

βy

εy
+

βx

γ2Hx

(
6βx

εx
γ2Φ2

x

)
,

(2.82)

bx =

(
βx

εx
+

βy

εy

)(
γ2Hx

εx
+

γ2Hy

εy
+

γ2

σ2
δ

)
− γ2

(
β2

x
ε2

x
Φ2

x +
β2

y

ε2
y

Φ2
y

)
+

(
βx

εx
−

4βy

εy

)
βx

εx

+
βx

γ2Hx

(
γ2

σ2
δ

(
βx

εx
−

2βy

εy

)
+

βxβy

εxεy
+

6βxβy

εxεy
γ2Φ2

x + γ2

(
2β2

yΦ2
y

ε2
y
− β2

xΦ2
x

ε2
x

))

+
βxHy

εyHx

(
βx

εx
−

2βy

εy

)
(2.83)

ay =− γ2

(
Hx

εx
+

2Hy

εy
+

βx

βy

Hy

εx
+

1
σ2

δ

)
+ 2γ4 Hy

βy

(
Hy

εy
+

Hx

εx

)
+

2γ4Hy

βyσ2
δ

−
(

βx

εx
−

2βy

εy

)
+

(
6βy

εy
γ2Φ2

y

) (2.84)

by =γ2
(

βy

εy
− 2βx

εx

)(
Hx

εx
+

1
σ2

δ

)
+

(
βy

εy
− 4βx

εx

)
γ2Hy

εy
+

βxβy

εxεy

+ γ2

(
2β2

xΦ2
x

ε2
x
−

β2
yΦ2

y

ε2
y

)
+

γ4Hy

βy

(
βx

εx
+

βy

εy

)(
Hy

εy
+

1
σ2

δ

)

+

(
βx

εx
+

βy

εy

)
γ4 HxHy

βyεx
− γ4 Hy

βy

(
β2

x
ε2

x
Φ2

x +
β2

y

ε2
y

Φ2
y

)
+

6βxβy

εxεy
γ2Φ2

y

(2.85)
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az = 2γ2

(
Hx

εx
+

Hy

εy
+

1
σ2

δ

)
− βx

εx
−

βy

εy
(2.86)

bz =

(
βx

εx
+

βy

εy

)
γ2

(
Hx

εx
+

Hy

εy
+

1
σ2

δ

)
− 2

βxβy

εxεy
− γ2

(
β2

xΦ2
x

ε2
x

+
β2

yΦ2
y

ε2
y

)
(2.87)

From these, one can compute the growth rates as:

Tx =
1
τx

=
Nr2

0cm3LCπ2

γΓ

〈[
γ2Hx

εx

] ∫ ∞

0

λ1/2 [axλ + bx]

(λ3 + aλ2 + bλ + c)
dλ

〉
(2.88)

Ty =
1
τy

=
Nr2

0cm3LCπ2

γΓ

〈[
βy

εy

] ∫ ∞

0

λ1/2 [ayλ + by
]

(λ3 + aλ2 + bλ + c)
dλ

〉
(2.89)

Tz =
1
τz

=
Nr2

0cm3LCπ2

γΓ

〈[
γ2

σ2
δ

] ∫ ∞

0

λ1/2 [azλ + bz]

(λ3 + aλ2 + bλ + c)
dλ

〉
(2.90)

where the constants in the common fraction term are the same as for (2.71), λ is an in-
tegration variable and the angled bracket signify the averaging over the lattice, given
the terms contained inside are arrays with one values per element.

2.5 Beam-beam interaction (4D model)

We consider a test particle moving in the opposite direction with velocity:

vW = −β0Wc îs (2.91)
sW(t) = −β0Wct (2.92)

Equations (2.42) - (2.44) become:

Fx(x, y, ζW(t)) = −q(1 + β0W β0s)
∂ϕ

∂x
(x, y, ζW(t)) (2.93)

Fy(x, y, ζW(t)) = −q(1 + β0W β0S)
∂ϕ

∂y
(x, y, ζW(t)) (2.94)

Fz(x, y, ζW(t)) = −q
(

1 + β0W β0S −
β0S(β0W + β0S)

γ0

)
∂ϕ

∂ζ
(x, y, ζW(t)) (2.95)

where we have used the the subscript S (strong) for the bunch generating the fields,
and the subscript W (weak) for the test particle.
ζW(t) is the position of the test particle within the bunch generating the fields:

ζW(t) = sW(t)− β0Sct = −(β0W + β0S)ct (2.96)
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In modulated-2D case (Eq. 2.32), Eqs. (2.93) - (2.94) become:

Fx(x, y, ζW(t)) = −qq0S(1 + β0W β0s)λ0S(ζW(t))
∂ϕ⊥
∂x

(x, y) (2.97)

Fy(x, y, ζW(t)) = −qq0S(1 + β0W β0s)λ0S(ζW(t))
∂ϕ⊥
∂y

(x, y) (2.98)

Fz(x, y, ζW(t)) = −qq0S

(
1 + β0W β0S −

β0S(β0W + β0S)

γ0

)
dλ0S

dζ
(ζW(t))ϕ⊥(x, y)

(2.99)

The change in momentum for the test particle is given by:

∆P =
∫ +∞

−∞
F(t) dt (2.100)

Therefore:

∆Px(x, y, ζW(t)) = −qq0SNS(1 + β0W β0s)
∂ϕ⊥
∂x

(x, y)
∫ +∞

−∞
λ0S(ζW(t)) dt (2.101)

∆Py(x, y, ζW(t)) = −qq0SNS(1 + β0W β0s)
∂ϕ⊥
∂y

(x, y)
∫ +∞

−∞
λ0S(ζW(t)) dt (2.102)

∆Pz(x, y, ζW(t)) = −qq0S

(
1 + β0W β0S −

β0S(β0W + β0S)

γ0

)
ϕ⊥(x, y)

∫ +∞

−∞

dλ0S

dζ
(ζW(t)) dt

(2.103)

Using Eq. (2.96) and Eq. (2.31) we can write:∫ +∞

−∞
λ0S(ζW(t)) dt =

1
(β0W + β0S)c

∫ +∞

−∞
λ0S(ζ) dζ =

NS

(β0W + β0S)c
(2.104)

Similarly, for a bunched beam:∫ +∞

−∞

dλ0S

dζ
(ζW(t)) dt =

1
(β0W + β0S)c

∫ +∞

−∞

dλ0S

dζ
dζ =

λ0S(+∞)− λ0S(−∞)

(β0W + β0S)c
= 0

(2.105)
From which we can write:

∆px =
m0

m
∆Px

P0
= − qq0SNS

mβ0Wγ0Wc2
(1 + β0W β0s)

(β0W + β0S)

∂ϕ⊥
∂x

(x, y) (2.106)

∆py =
m0

m
∆Py

P0
= − qq0SNS

mβ0Wγ0Wc2
(1 + β0W β0s)

(β0W + β0S)

∂ϕ⊥
∂y

(x, y) (2.107)

∆pz =
m0

m
∆Pz

P0
= 0 (2.108)

2.6 Longitudinal profiles

2.6.1 Gaussian profile

The profile is in the form:

λ0(z) =
N√
2πσ

e−
(z−z0)

2

2σ2 (2.109)
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2.6.2 q-Gaussian

The profile is in the form:

λ0(z) =
N
√

β

Cq
eq

(
−β(z− z0)

2
)

(2.110)

where eq is the q-exponential function:

eq(x) = [1 + (1− q)x]
1

1−q
+ (2.111)

Cq is a normalization factor dependent on q alone:

Cq =

√
πΓ
(

3−q
2(q−1)

)
√

q− 1Γ
(

1
q−1

) (2.112)

The parameter beta defines the standard deviation of the distribution:

σ =

√
1

β(5− 3q)
⇐⇒ β =

1
σ2(5− 3q)

(2.113)

These expressions are valid for values of the parameter q is the range of interest:

1 < q <
5
3

(2.114)

In general the q-Gaussian is defined outside this range, but for smaller values it has
a limited support (not of interest) and for larger values has a not defined standard
deviation.

2.7 FFT solvers and covolutions

2.7.1 Notation for Discrete Fourier Transform

We will use the following notation for the Discrete Fourier Transform of a sequence
of length M:

âk = DFTM(am) =
M−1

∑
m=0

am e−j2π km
M for k ∈ 0, ..., M (2.115)

The corresponding inverse transform is defined as:

an = DFT−1
M (âk) =

1
M

M−1

∑
k=0

âk ej2π km
M for m ∈ 0, ..., M (2.116)

Multidimensional Discrete Fourier Transforms are obtained by applying sequentially
1D DFTs.. For example, in two dimensions:
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âkxky = DFTMx My

{
amxmy

}
= DFTMy

{
DFTMx

{
amxmy

}}
=

Mx−1

∑
mx=0

e−j2π kxmx
Mx

My−1

∑
my=0

e−j2π
kymy
My amxmy

(2.117)

anxny = DFT−1
Mx My

{
akxky

}
= DFT−1

My

{
DFT−1

Mx

{
âkxky

}}
=

1
Mx My

Mx−1

∑
kx=0

ej2π kxmx
Mx

My−1

∑
ky=0

ej2π
kymy
My âkxky

(2.118)

2.7.2 FFT convolution - 1D case

The potential can be written as the convolution of a Green function with the charge
distribution:

ϕ(x) =
∫ +∞

−∞
ρ(x′) G(x− x′)dx′ (2.119)

We assume that the source is limited to the region [0, L]:

ρ(x) = ρ(x)Π[0,L] (x) (2.120)

where Π[a,b](x) is a rectangular window function defined as:

Π[a,b](x) =

{
1 for x ∈ [a, b]
0 elsewhere

(2.121)

We are interested in the electric potential only the region occupied by the sources, so
we can compute:

ϕL(x) = ϕ(x)Π[0,L] (x) (2.122)

We replace Eq. (2.120) and Eq. (2.122) into Eq.(2.119), obtaining:

ϕL(x) = Π[0,L] (x)
∫ +∞

−∞
Π[0,L]

(
x′
)

ρ(x′) G(x− x′)dx′ (2.123)

We apply the change of variable x′′ = x− x′:

ϕL(x) =
∫ +∞

−∞
Π[0,L] (x)Π[0,L]

(
x− x′′

)
ρ(x− x′′) G(x′′) dx′′ (2.124)

The integrand vanishes outside the set of the (x, x′′) defined by:{
0 < x < L
0 < (x− x′′) < L

(2.125)

We flip the signs in the second equation, obtaining:{
0 < x < L
−L < (x′′ − x) < 0

(2.126)
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Combining the two equations we obtain:

−L < −L + x < x′′ < x < L (2.127)

i.e. the integrand is zero for −L < x′′ < L. Therefore in Eq. (2.124) we can replace
G(x′′) with its truncated version:

G2L(x′′) = G(x′′)Π[−L,L]
(
x′′
)

(2.128)

obtaining:

ϕL(x) =
∫ +∞

−∞
Π[0,L] (x)Π[0,L]

(
x− x′′

)
ρ(x− x′′) G2L(x′′)dx′′ (2.129)

Since the two window functions force the integrand to zero outside the region |x′′| <
L we can replace G2L(x′′) with its replicated version:

G2LR(x′′) =
+∞

∑
n=−∞

G2L(x′′ − 2nL) =
+∞

∑
n=−∞

G(x′′ − 2nL)Π[−L,L]
(
x′′ − 2nL

)
(2.130)

obtaining:

ϕL(x) =
∫ +∞

−∞
Π[0,L] (x)Π[0,L]

(
x− x′′

)
ρ(x− x′′) G2LR(x′′)dx′′ (2.131)

We can go back to the initial coordinate by substituting x′′ = x− x′:

ϕL(x) = Π[0,L] (x)
∫ +∞

−∞
ρ(x′) G2LR(x− x′)dx′ (2.132)

This is a cyclic convolution, so we can proceed as follows. We split the integral:

ϕL(x) = Π[0,L] (x)
+∞

∑
n=−∞

∫ 2(n+1)L

2nL
ρ(x′) G2LR(x− x′) dx′ (2.133)

In each term we replace x′′′ = x′ + 2nL:

ϕL(x) = Π[0,L] (x)
+∞

∑
n=−∞

∫ 2L

0
ρ(x′′′ − 2nL) G2LR(x− x′′′ − 2nL) dx′′′ (2.134)

We use the fact that G2LR(x) is periodic:

ϕL(x) = Π[0,L] (x)
+∞

∑
n=−∞

∫ 2L

0
ρ(x′′′ − 2nL) G2LR(x− x′′′)dx′′′

= Π[0,L] (x)
∫ 2L

0

+∞

∑
n=−∞

ρ(x′′′ − 2nL) G2LR(x− x′′′)dx′′′

(2.135)
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We can define a replicated version of ρ(x):

ρ2LR(x) =
+∞

∑
n=−∞

ρ(x− 2nL) (2.136)

noting that this implies:
ρ2LR(x) = 0 for x ∈ [L, 2L] (2.137)

We obtain:

ϕL(x) = Π[0,L] (x)
∫ 2L

0
ρ2LR(x′) G2LR(x− x′)dx′ (2.138)

The function:

ϕ2LR(x) =
∫ 2L

0
ρ2LR(x′) G2LR(x− x′)dx′ (2.139)

is periodic of period 2L. From it the potential of interest can be simply calculated by
selecting the first half period [0, L]:

ϕL(x) = Π[0,L] (x) ϕ2LR(x) (2.140)

To compute the convolution in Eq. 2.139 we expand ϕ2LR(x) in Fourier series:

ϕ2LR(x) =
+∞

∑
k=−∞

ϕ̃k ej2πk x
2L (2.141)

where the Fourier coefficients are given by:

ϕ̃k =
1

2L

∫ 2L

0
ϕ2LR(x) e−j2πk x

2L dx (2.142)

We replace Eq. (2.139) into Eq. (2.142) obtaining:

ϕ̂k =
1

2L

∫ 2L

0

∫ 2L

0
ρ2LR(x′) G2LR(x− x′) e−j2πk x

2L dx′ dx (2.143)

With the change of variable x′′ = x− x′ we obtain:

ϕ̃k =
1

2L

∫ 2L

0
ρ2LR(x′)e−j2πk x′

2L dx′
∫ 2L

0
G2LR(x′′)e−j2πk x′′

2L dx′′ (2.144)

where we recognize the Fourier coefficients of ρ2LR(x) and G2LR(x):

ρ̃k =
1

2L

∫ 2L

0
ρ2LR(x) e−j2πk x

2L dx (2.145)

G̃k =
1

2L

∫ 2L

0
G2LR(x) e−j2πk x

2L dx (2.146)

obtaining simply:
ϕ̂k = 2L Ĝk ρ̂k (2.147)
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I assume to have the functions ρ2LR(x) and G2LR(x) sampled (or averaged) with step:

hx =
2L
M

=
L
N

(2.148)

I can approximate the integrals in Eqs. (2.145) and (2.146) as:

ρ̃k =
1
M

M−1

∑
n=0

ρ2LR(xn) e−j2π kn
M =

1
M

ρ̂k (2.149)

G̃k =
1
M

M−1

∑
n=0

G2LR(xn) e−j2π kn
M =

1
M

Ĝk (2.150)

where we recognize the Discrete Fourier Transforms:

ρ̂k = DFTM {ρ2LR(xn)} (2.151)

Ĝk = DFTM {G2LR(xn)} (2.152)

Using Eq. (2.141) we can obtain a sampled version of ϕ(x):

ϕ2LR(xn) =
M−1

∑
n=0

ϕ̃k ej2π kn
M (2.153)

where we have assumed that ϕ(x) is sufficiently smooth to allow truncating the sum.
Using Eqs. (2.147), (2.149) and (2.150) we obtain:

ϕ2LR(xn) = 2L
M−1

∑
n=0

G̃k ρ̃k ej2π kn
M =

2L
M2

M−1

∑
n=0

Ĝk ρ̂k ej2π kn
M (2.154)

This can be rewritten as:

ϕ2LR(xn) =
1
M

M−1

∑
n=0

(hxĜk) ρ̂k ej2π kn
M = DFT−1

M {ϕk} (2.155)

where
ϕ̂k = hxĜk ρ̂k (2.156)

We call “Integrated Green Function” the quantity:

G2LR(xn) = hxG2LR(xn) (2.157)

we introduce the corresponding Fourier transform:

Ĝint
k = DFTM

{
Gint

2LR(xn)
}

(2.158)

Eq. (2.156) can be rewritten as:

ϕ̂k = Ĝint
k ρ̂k (2.159)

In summary the potential at the grid nodes can be computed as follows:
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1. We compute the Integrated Green function at the grid points in the range [0, L]:

Gint
2LR(xn) =

∫ xn+
hx
2

xn− hx
2

G(x)dx (2.160)

2. We extend to the interval [L, 2L] using the fact that in this interval:

Gint
2LR(xn) = Gint

2LR(xn − 2L) = Gint
2LR(2L− xn) (2.161)

where the first equality comes from the periodicity of Gint
2LR(x) and the second

from the fact that G(x) is an even function (i.e. G(x) = G(−x)). Note that for
xn ∈ [L, 2L] we have that 2L− xn ∈ [0, L] so we can reuse the values computed
at the previous step.

3. We transform it:
Ĝint

k = DFT2N {G2LR(xn)} (2.162)

4. We assume that we are given ρ(xn) in the interval [0, L]. From this we can obtain
ρ2LR(xn) over the interval [0, 2L] simply extending the sequence with zeros (see
Eq. (2.137)).

5. We transform it:
ρ̂k = DFT2N {ρ2LR(xn)} (2.163)

6. We compute the potential in the transformed domain:

ϕ̂k = Ĝint
k ρ̂k for k ∈ [0, 2N] (2.164)

7. We inverse-transform:
ϕ2LR(xn) = DFT−1

2N
{

ϕ̂k
}

(2.165)

which provides the physical potential in the range [0, L]:

ϕ(xn) = ϕ2LR(xn) for xn ∈ [0, L] (2.166)

2.7.3 Extension to multiple dimensions

The procedure described above can be extended to multiple dimensions by applying
the same reasoning for all coordinates. This gives the following procedure:

1. We compute the Integrated Green function at the grid points in the volume
[0, Lx]× [0, Ly]× [0, Lz]:

Gint
2LR(xnx , yny , znz) =

∫ xnx+
hx
2

xnx− hx
2

dx
∫ yny+

hy
2

yny−
hy
2

dy
∫ znz+

hz
2

znz− hz
2

dz G(x, y, z) (2.167)
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2. We extend to the region [0, 2Lx]× [0, 2Ly]× [0, 2Lz] using the fact that:

Gint
2LR(xn, yn, zn) = Gint

2LR(xn − 2Lx, yn, zn) = Gint
2LR(2Lx − xn, yn, zn)

for xn ∈ [Lx, 2Lx], yn ∈ [0, 2Ly], zn ∈ [0, 2Lz] (2.168)

Gint
2LR(xn, yn, zn) = Gint

2LR(xn, yn − 2Ly, zn) = Gint
2LR(xn, 2Ly − yn, zn)

for yn ∈ [Ly, 2Ly], xn ∈ [0, 2Lx], zn ∈ [0, 2Lz] (2.169)

Gint
2LR(xn, yn, zn) = Gint

2LR(xn, yn, zn − 2Lz) = Gint
2LR(xn, yn, 2Lz − zn)

for zn ∈ [Lz, 2Lz], xn ∈ [0, 2Lx], yn ∈ [0, 2Ly] (2.170)

This allows reusing the values computed at the previous step.

3. We transform it:

Ĝint
kxkykz

= DFT2Nx2Ny2Nz {G2LR(xn, yn, zn)} (2.171)

4. We assume that we are given ρ(xn, yn, zn) in the region [0, Lx]× [0, Ly]× [0, Lz].
From this we can obtain ρ2LR(xn) over the region [0, 2Lx] × [0, 2Ly] × [0, 2Lz]
simply extending the matrix with zeros (see Eq. (2.137)).

5. We transform it:

ρ̂int
kxkykz

= DFT2Nx2Ny2Nz {ρ2LR(xn, yn, zn)} (2.172)

6. We compute the potential in the transformed domain:

ϕ̂kxkykz = Ĝint
kxkykz

ρ̂kxkykz for kx/y/z ∈ [0, 2Nx/y/z] (2.173)

7. We inverse-transform:

ϕ2LR(xn, yn, zn) = DFT−1
2Nx2Ny2Nz

{
ϕ̂kxkykz

}
(2.174)

which provides the physical potential in the region [0, Lx]× [0, Ly]× [0, Lz]:

ϕ(xn, yn, zn) = ϕ2LR(xn, yn, zn) for (xn, yn, zn) ∈ [0, Lx]× [0, Ly]× [0, Lz] (2.175)

2.7.4 Green functions for 2D and 3D Poisson problems

3D Poisson problem, free space boundary conditions

For the equation:

∇2ϕ(x, y, z) = − 1
ε0

ρ(x, y, z) (2.176)
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where:

∇ =

(
∂

∂x
,

∂

∂y
,

∂

∂z

)
(2.177)

the solution can be written as

ϕ(x, y, z) =
∫∫∫ +∞

−∞
ρ(x′, y′, z′) G(x− x′, y− y′, z− z′) dx′ dy′ dz′ (2.178)

where:

G(x, y, z) =
1

4πε0

1√
x2 + y2 + z2

(2.179)

The corresponding integrated Green function [19]. can be written as:

Gint
2LR(xnx , yny , znz) =

∫ xnx+
hx
2

xnx− hx
2

dx
∫ yny+

hy
2

yny−
hy
2

dy
∫ xnz+

hz
2

znz− hz
2

dz G(x, y, z) (2.180)

=+ F
(

xnx +
hx

2
, ynx +

hy

2
, znx +

hz

2

)
(2.181)

− F
(

xnx +
hx

2
, ynx +

hy

2
, znx −

hz

2

)
(2.182)

− F
(

xnx +
hx

2
, ynx −

hy

2
, znx +

hz

2

)
(2.183)

+ F
(

xnx +
hx

2
, ynx −

hy

2
, znx −

hz

2

)
(2.184)

− F
(

xnx −
hx

2
, ynx +

hy

2
, znx +

hz

2

)
(2.185)

+ F
(

xnx −
hx

2
, ynx +

hy

2
, znx −

hz

2

)
(2.186)

+ F
(

xnx −
hx

2
, ynx −

hy

2
, znx +

hz

2

)
(2.187)

− F
(

xnx −
hx

2
, ynx −

hy

2
, znx −

hz

2

)
(2.188)

where F(x, y, z) is a primitive of G(x, y, z), which can be obtained as:

F(x, y, z) =
∫ x

x0

dx
∫ y

y0

dy
∫ x

z0

dz G(x, y, z) (2.189)

with (x0, y0, z0) being an arbitrary starting point.
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An expression for F(x, y, z) is the following

F(x, y, z) =
1

4πε0

∫∫∫ 1√
x2 + y2 + z2

dxdydz (2.190)

=
1

4πε0

[
−z2

2
arctan

(
xy

z
√

x2 + y2 + z2

)
− y2

2
arctan

(
xz

y
√

x2 + y2 + z2

)
(2.191)

− x2

2
arctan

(
yz

x
√

x2 + y2 + z2

)
+ yz ln

(
x +

√
x2 + y2 + z2

)
(2.192)

+xz ln
(

y +
√

x2 + y2 + z2
)
+ xy ln

(
z +

√
x2 + y2 + z2

)]
(2.193)

Note that we need to choose the first cell center to be in (0,0,0) for evaluation of the
integrated Green function. Therefore the cell edges have non zero coordinates and
the denominators in the formula will always be non-vanishing.

2D Poisson problem, free space boundary conditions

For the equation:

∇2
⊥ϕ(x, y) = − 1

ε0
ρ(x, y) (2.194)

where:

∇ =

(
∂

∂x
,

∂

∂y

)
(2.195)

the solution can be written as

ϕ(x, y) =
∫∫∫ +∞

−∞
ρ(x′, y′) G(x− x′, y− y′) dx′ dy′ (2.196)

where:

G(x, y) = − 1
4πε0

log

(
x2 + y2

r2
0

)
(2.197)

where r0 is arbitrary constant which has no effect on the evaluated fields (changes the
potential by an additive constant).
The corresponding integrated Green function can be written as:

Gint
2LR(xnx , yny) =

∫ xnx+
hx
2

xnx− hx
2

dx
∫ yny+

hy
2

yny−
hy
2

dy G(x, y, z) (2.198)

=+ F
(

xnx +
hx

2
, ynx +

hy

2

)
(2.199)

− F
(

xnx +
hx

2
, ynx −

hy

2

)
(2.200)

− F
(

xnx −
hx

2
, ynx +

hy

2

)
(2.201)

+ F
(

xnx −
hx

2
, ynx −

hy

2

)
(2.202)
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where F(x, y) is a primitive of G(x, y), which can be obtained as:

F(x, y) =
∫ x

x0

dx
∫ y

y0

dy G(x, y) (2.203)

where (x0, y0) is an arbitrary starting point.
An expression for F(x, y) is the following (where we have chosen r0 = 1):

F(x, y) = − 1
4πε0

∫∫
ln
(

x2 + y2
)

dx/, dy (2.204)

=
1

4πε0

[
3xy− x2 arctan(y/x)− y2 arctan(x/y)− xy ln

(
x2 + y2

)]
(2.205)

Note that we need to choose the first cell center to be in (0,0) for evaluation of the
integrated Green function. Therefore the cell edges have non zero coordinates and
the denominators in the formula will always be non-vanishing.

2.7.5 Generalization to observation interval different from source
interval

The potential generated by a source ρ(x) can be written as the convolution of a Green
function with the charge distribution:

ϕ(x) =
∫ +∞

−∞
ρ(x′) G(x− x′)dx′ (2.206)

We assume that the source is limited to the region [a, b]:

ρ(x) = ρ(x)Π[a,b] (x) (2.207)

where Π[a,b](x) is a rectangular window function defined as:

Π[a,b](x) =

{
1 for x ∈ [a, b]
0 elsewhere

(2.208)

We are interested in the electric potential in a given region [c, d], so we can compute:

ϕcd(x) = ϕ(x)Π[c,d] (x) (2.209)

We combine Eqs. (2.207), (2.209) and (2.206), obtaining:

ϕcd(x) = Π[c,d] (x)
∫ +∞

−∞
Π[a,b]

(
x′
)

ρ(x′) G(x− x′)dx′ (2.210)

We apply the change of variable x′′ = x− x′:

ϕcd(x) =
∫ +∞

−∞
Π[c,d] (x)Π[a,b]

(
x− x′′

)
ρ(x− x′′) G(x′′) dx′′ (2.211)
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The integrand vanishes outside the set of the (x, x′′) defined by the two window func-
tions: {

c < x < d
a < (x− x′′) < b

(2.212)

We flip the signs in the second equation, obtaining:{
c < x < d
−b < (x′′ − x) < −a

(2.213)

Combining the two equations we obtain:

c− b < −b + x < x′′ < −a + x < d− a (2.214)

i.e. the integrand is not zero for c− b < x′′ < d− a. Therefore in Eq. (2.211) we can
replace G(x′′) with its truncated version:

Gtr(x′′) = G(x′′)Π[c−b, d−a]
(
x′′
)

(2.215)

obtaining:

ϕcd(x) =
∫ +∞

−∞
Π[c,d] (x)Π[a,b]

(
x− x′′

)
ρ(x− x′′) Gtr(x′′)dx′′ (2.216)

We can go back to the initial coordinate by substituting x′′ = x− x′:

ϕcd(x) = Π[c,d] (x)
∫ +∞

−∞
ρ(x′) Gtr(x− x′)dx′ (2.217)

We call:

L1 = b− a (2.218)
L2 = d− c (2.219)

The measure of the set on which Gtr(x′′) is non zero is

(d− a)− (c− b) = L1 + L2 (2.220)

We define L such that:
L1 + L2 = 2L (2.221)

Since the two window functions in Eq. 2.216 force the integrand to zero outside the
region c− b < x′′ < d− a of measure 2L, we can replace Gtr(x′′) with its replicated
version:

GR(x′′) =
+∞

∑
n=−∞

Gtr(x′′ − 2nL) =
+∞

∑
n=−∞

G(x′′ − 2nL)Π[c−b, d−a]
(
x′′ − 2nL

)
(2.222)

obtaining:

ϕcd(x) =
∫ +∞

−∞
Π[c,d] (x)Π[a,b]

(
x− x′′

)
ρ(x− x′′) GR(x′′)dx′′ (2.223)
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We can go back to the initial coordinate by substituting x′′ = x− x′:

ϕcd(x) = Π[c,d] (x)
∫ +∞

−∞
ρ(x′) GR(x− x′)dx′ (2.224)

This is a cyclic convolution, so we can proceed as follows. We split the integral:

ϕcd(x) = Π[c,d] (x)
+∞

∑
n=−∞

∫ 2(n+1)L

2nL
ρ(x′) GR(x− x′) dx′ (2.225)

In each term we replace x′′′ = x′ + 2nL:

ϕcd(x) = Π[c,d] (x)
+∞

∑
n=−∞

∫ 2L

0
ρ(x′′′ − 2nL) GR(x− x′′′ − 2nL) dx′′′ (2.226)

We use the fact that GR(x) is periodic:

ϕcd(x) = Π[c,d] (x)
+∞

∑
n=−∞

∫ 2L

0
ρ(x′′′ − 2nL) GR(x− x′′′)dx′′′

= Π[c,d] (x)
∫ 2L

0
GR(x− x′′′)

+∞

∑
n=−∞

ρ(x′′′ − 2nL) dx′′′

(2.227)

We can define a replicated version of ρ(x):

ρR(x) =
+∞

∑
n=−∞

ρ(x− 2nL) (2.228)

We obtain:

ϕcd(x) = Π[c,d] (x)
∫ 2L

0
ρR(x′) GR(x− x′)dx′ (2.229)

The function:

ϕR(x) =
∫ 2L

0
ρR(x′) GR(x− x′)dx′ (2.230)

is periodic of period 2L. Replacing in Eq. 2.229 we see that the potential of interest
can be simply calculated by selecting the right interval [c, d]:

ϕcd(x) = Π[c,d] (x) ϕR(x) (2.231)

To compute the convolution in Eq. 2.230 we expand ϕR(x) in a Fourier series starting
from x = c:

ϕR(x) =
+∞

∑
k=−∞

ϕ̃k ej2πk x
2L (2.232)

where the Fourier coefficients are given by:

ϕ̃k =
1

2L

∫ 2L

0
ϕR(x) e−j2πk x

2L dx (2.233)
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We replace Eq. (2.230) into Eq. (2.233) obtaining:

ϕ̃k =
1

2L

∫ 2L

0

∫ 2L

0
ρR(x′) GR(x− x′) e−j2πk x

2L dx′ dx (2.234)

With the change of variable x′′ = x− x′ we obtain:

ϕ̃k =
1

2L

∫ 2L

0
ρR(x′)e−j2πk x′

2L dx′
∫ 2L

0
GR(x′′)e−j2πk x′′

2L dx′′ (2.235)

where we recognize the Fourier coefficients of ρR(x) and GR(x):

ρ̃k =
1

2L

∫ 2L

0
ρR(x) e−j2πk x

2L dx (2.236)

G̃k =
1

2L

∫ 2L

0
GR(x) e−j2πk x

2L dx (2.237)

obtaining simply:
ϕ̃k = 2L G̃k ρ̃k (2.238)

We assume to have the functions ρR(x) and GR(x) sampled (or averaged) with step:

hx =
2L
M

(2.239)

We assume that all intervals have size multiple of hx. So we can define:

N1 = L1/hx (2.240)
N2 = L2/hx (2.241)

We call:

ρRn = ρR (a + nhx) (2.242)
ϕRn = ϕR (c + nhx) (2.243)
GRn = GR (c− b + nhx) (2.244)

By construction in the range 0 ≤ n < M:

ρRn ≡ ρn =

{
ρ (a + nhx) for 0 ≤ n < N1

0 for N1 ≤ n < M
(2.245)

GRn ≡ Gn = G (c− b + nhx) for 0 ≤ n < M (2.246)

We can approximate the integral as follows:

ρ̃k =
1

2L

∫ 2L

0
ρR(x) e−j2πk x

2L dx =
1

2L

∫ a+2L

a
ρR(x) e−j2πk x

2L dx (2.247)

≃ hx

2L

M−1

∑
n=0

ρR(a + nhx) e−j2πk a+nhx
2L = e−j2πk a

2L
1
M

M−1

∑
n=0

ρRne−j2π kn
M (2.248)
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We recognize the Discrete Fourier Transform:

ρ̃k = e−j2πk a
2L

1
M

DFTM {ρRn} = e−j2πk a
2L

1
M

ρ̂k (2.249)

and similarly we can obtain

ϕ̃k = e−j2πk c
2L

1
M

DFTM {ϕRn} = e−j2πk c
2L

1
M

ϕ̂k (2.250)

G̃k = e−j2πk c−b
2L

1
M

DFTM {GRn} = e−j2πk c−b
2L

1
M

Ĝk (2.251)

Replacing in Eq. 2.238 we obtain

ϕ̂k = hxej2πk b−a
2L ρ̂kĜk = hxej2πk N1

M ρ̂kĜk (2.252)

2.7.6 Compressed FFT convolution

We assume that the source has the form

ρ(x) =
B−1

∑
j=A

ρloc
j (x− jP) (2.253)

where ρloc
j (x) is limited to the interval [a, b].

We are interested in the potential in a set of intervals given by:

[c + iP, d + iP] for i = C, ..., D− 1 (2.254)

The contribution of the j-th term of ρ to ϕ int the i-th interval:

ϕij(x) =
∫ +∞

−∞
ρloc

j (x′ − jP) Gtr
i−j(x− x′)dx′ (2.255)

where:
Gtr

l (x′′) = G(x′′)Π[c−b+lP, d−a+lP]
(
x′′
)

(2.256)

We define a local version of Gtr as

Gtr, loc
l (x) = Gtr

l (x + lP) = G(x + lP)Π[c−b, d−a] (x) (2.257)

obtaining:

ϕij(x) =
∫ +∞

−∞
ρloc

j (x′ − jP) Gtr, loc
i−j (x− x′ − (i− j)P)dx′ (2.258)

We replace x′ = x′ − jP:

ϕij(x) =
∫ +∞

−∞
ρloc

j (x′) Gtr, loc
i−j (x− x′ − iP)dx′ (2.259)

We define a local version of ϕ:

ϕloc
ij (x) = ϕij(x + iP) (2.260)
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obtaining:

ϕloc
ij (x) =

∫ +∞

−∞
ρloc

j (x′) Gtr, loc
i−j (x− x′)dx′ (2.261)

I explicit all the pies:

ϕloc
ij (x) =

∫ +∞

−∞
Π[a,b](x′)Π[c−b, d−a](x− x′)ρloc

j (x′) Gtr, loc
i−j (x− x′)dx′ (2.262)

Again, we want to find the region in x where this is non-zero:

a < x′ < b (2.263)

c− b < x− x′ < d− a (2.264)

from which:

c− b + x′ < x < d− a + x′ (2.265)
c− b + a < x < d− a + b (2.266)

So we find that ϕloc
ij (x) is non-zero in the region:

c− L1 < x < d + L1 (2.267)

The total potential in the i-th interval of interest:

ϕloc
i (x) =

B−1

∑
j=A

ϕloc
ij (x) =

B−1

∑
j=A

∫ +∞

−∞
ρloc

j (x′) Gtr, loc
i−j (x− x′)dx′ (2.268)

Since all terms in the sum are zero outside the region defined by Eq. 2.267 also ϕloc
i (x)

is zero outside the same interval, which is larger by 2L1 compared to the set of interest
[c, d].
We build:

Gaux(x) =
D−A−1

∑
l=C−B+1

Gtr, loc
l (x− lLaux) (2.269)

where:
Laux = L1 + L2 (2.270)

and

ρaux(x) =
B−1

∑
j=A

ρloc
j (x− jLaux) (2.271)

and we define

ϕaux(x) =
∫ +∞

−∞
ρaux(x′) Gaux(x− x′)dx′ (2.272)

We extract a segment of it:
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ϕaux, loc
i (x) = ϕaux(x + iLaux)Π[c,d](x) (2.273)

We replace Eq. 2.269:

ϕaux, loc
i (x) = Π[c,d](x)

∫ +∞

−∞
ρaux(x′) Gaux(x− x′ + iLaux)dx′ (2.274)

We replace Eq. 2.271 and Eq. 2.269:

ϕaux, loc
i (x) = Π[c,d](x)

∫ +∞

−∞

B−1

∑
j=A

ρloc
j (x′ − jLaux)

D−A−1

∑
l=C−B+1

Gtr, loc
l (x− x′ + (i− l)Laux)dx′

(2.275)

= Π[c,d](x)
D−A−1

∑
l=C−B+1

B−1

∑
j=A

∫ +∞

−∞
ρloc

j (x′ − jLaux) Gtr, loc
l (x− x′ + (i− l)Laux)dx′

(2.276)

We change variable x′′ = x′ − (i− l)Laux

ϕaux, loc
i (x) =

D−A−1

∑
l=C−B+1

B−1

∑
j=A

∫ +∞

−∞
Π[c,d](x)ρloc

j (x′′ + (i− l − j)Laux) Gtr, loc
l (x− x′′)dx′′

(2.277)

The integrand is nonzero for:

c < x < d (2.278)

a < x′′ + (i− l − j)Laux) < b (2.279)

c− b < x− x′′ < d− a (2.280)

I subtract the first and the last:

a < x′′ + (i− l − j)Laux) < b (2.281)

− b < −x′′ < −a (2.282)

I flip the last

a < x′′ + (i− l − j)Laux) < b (2.283)

a < x′′ < b (2.284)

The two are compatible only if

l = i− j (2.285)

This means that in the double sum only the terms satisfying Eq. 2.285 are nonzero,
hence:

ϕaux, loc
i (x) = Π[c,d](x)

B−1

∑
j=A

∫ +∞

−∞
ρloc

j (x′′+) Gtr, loc
i−j (x− x′′)dx′′ (2.286)
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Comparing against Eq. 2.268 we find:

Π[c,d](x)ϕaux, loc
i (x) = Π[c,d](x)ϕloc

i (x) (2.287)

Using Eq. 2.273 we obtain:

Π[c,d](x)ϕloc
i (x) = Π[c,d](x)ϕaux(x + iLaux) (2.288)

To compute the convolution in Eq. 2.272 we can use the results from the previous
section.
We call:

NS = B− A (2.289)
NT = D− C (2.290)

(2.291)

The support of ρaux(x) is:

[a + ALaux, a + BLaux] having size NSLaux (2.292)

The support of Gaux(x) is:

[c− b + (C− B + 1)Laux, c− b + (D− A)Laux] having size (NS + NT − 1) Laux
(2.293)

Using a sampling step hx, we can define:

N1 = L1/hx (2.294)
N2 = L2/hx (2.295)

Naux = Laux/hx = N1 + N2 (2.296)

The number of samples in the support of Gaux(x) is

Maux = (NS + NT − 1)Naux (2.297)

We define

Gaux
m = Gaux (c− b + (C− B + 1)Laux + mhx) for 0 ≤ m < Maux (2.298)

Replacing Eq. 2.269:

Gaux
m =

D−A−1

∑
l=C−B+1

Gtr, loc
l (c− b + (C− B + 1)Laux + mhx − lLaux) (2.299)

=
D−A−1

∑
l=C−B+1

G(c− b + (C− B + 1)Laux + lP + hx(m− lNaux))× (2.300)

Π[c−b, d−a](c− b + (C− B + 1)Laux + hx(m− lNaux)) (2.301)

We define:

Gsegm
l,n = G(c− b+(C− B+ 1)Laux + lP+nhx)Π[c−b, d−a](c− b+(C− B+ 1)Laux +nhx)

for 0 ≤ n < Naux and (C− B + 1) ≤ l < (D− A) (2.302)
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So we can write:

Gaux
m =

D−A−1

∑
l=C−B+1

Gsegm
l,m−lNaux

(2.303)

We define:

ρaux
m =

{
ρaux (a + ALaux + mhx) for 0 ≤ m < NSNaux

0 for NSNaux ≤ m < Maux
(2.304)

We can use the result from before linking the DFTs of these sequences:

ϕ̂aux
k = hxe

j2πk (B−A−1)Laux+(b−a)
(NS+NT−1)Laux = hxe

j2πk (NS−1)Naux+N1
(NS+NT−1)Naux ρ̂aux

k Ĝaux
k (2.305)

The inverse DFT of ϕ̂aux
k provides:

ϕaux
m = ϕaux (c + CLaux + mhx) for 0 ≤ m < NT Naux (2.306)

2.8 Transverse wakefields

The transverse dipolar wakefield WD
x is defined such that:

∆px(z) = −
q2e2

p0c

∫ ∞

−∞
x̄(z′)λ(z′)WD

x (z− z′) dz′ (2.307)

where q is the particle charge in number of elementary charges, e is the elementary
charge in Coulomb, x̄(z) is the average beam position, λ(z) is the longitudinal beam
density dN/dz in number of particles per meter.
Discretization:

∆px(zi) = −
q2e2

p0c ∑
j

x̄(zj)λ(zj)WD
x (zi − zj)∆z (2.308)

where:
zi = za + i∆z (2.309)

zj = zb + j∆z (2.310)

We replace in the wake term:

WD
x (zi − zj) = WD

x (za + i∆z− zb − j∆z) = WD
x (za − zb + (i− j)∆z) (2.311)

We define
Wl = WD

x (za − zb + l∆z) (2.312)



Chapter 3

“6D” beam-beam interaction

3.1 Introduction

This chapter describes in detail the numerical method used in different codes, and in
particular in SixTrack [20] and Xsuite, for the simulation of beam-beam interactions
in the weak-strong framework using the “Synchro Beam Mapping” approach [21, 22].
This allows correctly modeling the coupling introduced by beam-beam between the
longitudinal and transverse planes. The goal of this document is in particular to pro-
vide in a compact, complete and self-consistent manner, the set of equations that are
needed for the implementation in a numerical code. Complementary information can
be found in [23], including graphical representations of the procedure presented in
this note and several validation tests.
The effect of a “crossing angle” in an arbitrary “crossing plane” with respect to the
assigned reference frame is taken into account with a suitable coordinate transforma-
tion following the approach described in [21, 6]. The employed description of the
strong beam allows the correct inclusion of the hour-glass effect as well as the linear
coupling at the interaction point, following the treatment presented in [6].
If not differently stated in an explicit way in the following, all coordinates are given in
the reference system defined by the closed orbit of the weak beam, which is traveling
with positive speed along the s direction. The Interaction Point (IP) is located at s=0
and the crossing plane is defined by as the angle that the strong beam forms with the
s-axis. In the presence of an offset between the beams (separation), the orientation of
the reference system is defined by the closed orbit of the weak beam and the system is
centered at the IP location as defined for the strong beam. Therefore the strong beam
passes always through the origin of the reference frame.

3.2 Direct Lorentz boost (for the weak beam)

We want to transform the coordinates by moving to a Lorentz boosted frame in which
the collision is head-on (i.e. px = py = 0 for the strong beam and for the reference
particle of the weak beam). We call ϕ the half crossing angle and α the angle that the
crossing plane makes with respect to the x− z plane. For this purpose, we perform a
transformation which actually includes four operations (more details can be found in

81
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Appendix A1 and in [23, 6]):

• Transform the accelerator positions and momenta into Cartesian coordinates
(which can then be Lorentz boosted);

• Rotate particle coordinates to the “barycentric” reference frame;

• Perform the Lorentz boost;

• Drift all the particles back to s = 0 (as not all particles with s = 0 are fixed points
of the transformation, and we are tracking with respect to s and not with respect
to time).

We name the original accelerator coordinates (as defined in the SixTrack Physics Man-
ual [20]): (

x, px, y, py, σ, δ
)

(3.1)

and the transformed coordinates:(
x∗, p∗x, y∗, p∗y, σ∗, δ∗

)
(3.2)

We start by computing the drift Hamiltonian in the original coordinates (we are doing
a Lorentz transformation, therefore constants matter as we are assuming that h is the
total energy of the particle):

h = δ + 1−
√
(1 + δ)2 − p2

x − p2
y (3.3)

We transform the momenta:

p∗x =
px

cos ϕ
− h cos α

tan ϕ

cos ϕ
(3.4)

p∗y =
py

cos ϕ
− h sin α

tan ϕ

cos ϕ
(3.5)

δ∗ = δ− px cos α tan ϕ− py sin α tan ϕ + h tan2 ϕ (3.6)

In order to calculate the angles in the transformed frame, we evaluate:

p∗z =
√
(1 + δ∗)2 − p∗x2 − p∗y2 (3.7)

We can now evaluate the following derivatives of the transformed Hamiltonian (from
Hamilton’s equations it can be easily seen that these are the angles in the boosted
frame):

h∗x =
∂h∗

∂p∗x
=

p∗x
p∗z

(3.8)

h∗y =
∂h∗

∂p∗y
=

p∗y
p∗z

(3.9)

h∗σ =
∂h∗

∂δ
= 1− δ∗ + 1

p∗z
(3.10)
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These can be used to build the following matrix:

L =


(1 + h∗x cos α sin ϕ) h∗x sin α sin ϕ cos α tan ϕ

h∗y cos α sin ϕ
(

1 + h∗y sin α sin ϕ
)

sin α tan ϕ

h∗σ cos α sin ϕ h∗σ sin α sin ϕ 1
cos ϕ

 (3.11)

which can then be used to transform the test-particle positions:
x∗

y∗

σ∗

 = L


x

y

σ

 (3.12)

3.3 Syncrho-beam mapping

Following the approach introduced in [21], the strong beam is sliced along z. A com-
mon approach is to use constant-charge slices (see Appendix A2). For each particle in
the weak beam and for each slice in the strong beam we perform the following.

We identify the position of the Collision Point (CP):

S =
σ∗ − σ∗sl

2
(3.13)

Here σ∗ is defined in the reference system of the weak beam ( σ∗ > 0 for particles at
the head of the weak bunch) while σ∗sl is defined in the reference system of the strong
beam ( σ∗sl > 0 for particles at the head of the strong bunch). S is the coordinate
of the collision point in the reference system of the weak beam (from Eq. 3.13, we can
see that particles at the head of the weak bunch, collide with particles at the tail of the
strong bunch at S > 0).

N.B. Here we are making an approximation since we are assuming that particles are moving
at the speed of light along z independently on their angles. This means that the presented ap-
proach works only for small particle angles. It is for this reason that we need to Lorentz boost
to get rid of the crossing angle and we cannot just move to the reference of the strong beam
using a rotation (in this case the weak beam would have large angles).

We now evaluate the transverse position of the particle at the CP, with respect to the
centroid of the slice, taking into account the particle angles :

x∗ = x∗ + p∗xS− (x∗sl − p∗x,slS) (3.14)

y∗ = y∗ + p∗yS− (y∗sl − p∗y,slS) (3.15)

Here x∗sl, y∗sl, p∗x,sl and p∗y,sl are defined in the coordinate system of the weak beam. The
momenta of the strong slice appear with a negative sign since in the weak frame the
strong slice is travelling "backwards".
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3.3.1 Propagation of the strong beam to the collision point

The distribution of the strong beam in the transverse phase-space can be written using
the Σ-matrix [9]:

f (η) = f0e−ηTΣ−1η (3.16)

where:

η =


x

px

y

py

 (3.17)

Points having same phase space density lie on hyper-elliptic manifolds defined by the
equation:

ηTΣ−1η = const. (3.18)

Further considerations on the Σ-matrix can be found in Appendix A3.
We transform the Σ-matrix at the Interaction Point to take into account the Lorentz
Boost:

Σ∗011 = Σ0
11 (3.19)

Σ∗012 = Σ0
12/ cos ϕ (3.20)

Σ∗013 = Σ0
13 (3.21)

Σ∗014 = Σ0
14/ cos ϕ (3.22)

Σ∗022 = Σ0
22/ cos2 ϕ (3.23)

Σ∗023 = Σ0
23/ cos ϕ (3.24)

Σ∗024 = Σ0
24/ cos2 ϕ (3.25)

Σ∗033 = Σ0
33 (3.26)

Σ∗034 = Σ0
34/ cos ϕ (3.27)

Σ∗044 = Σ0
44/ cos2 ϕ (3.28)

(3.29)

We transport the position part of the boosted Σ-matrix to the CP (here we are taking
into account hourglass effect, assuming that we are in a drift space):

Σ∗11 = Σ∗011 + 2Σ∗012S + Σ∗022S2 (3.30)

Σ∗33 = Σ∗033 + 2Σ∗034S + Σ∗044S2 (3.31)

Σ∗13 = Σ∗013 +
(

Σ∗014 + Σ∗023

)
S + Σ∗024S2 (3.32)

The Σ-matrix is given in the reference system of the weak beam.
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For singular cases we will also need to transport the other terms:

Σ∗12 = Σ∗012 + Σ∗022S (3.33)

Σ∗14 = Σ∗014 + Σ∗024S (3.34)

Σ∗22 = Σ∗022 (3.35)

Σ∗23 = Σ∗023 + Σ∗024S (3.36)

Σ∗24 = Σ∗024 (3.37)

Σ∗34 = Σ∗034 + Σ∗044S (3.38)

Σ∗44 = Σ∗044 (3.39)

We introduce the following three auxiliary quantities:

R (S) = Σ∗11 − Σ∗33 (3.40)
W (S) = Σ∗11 + Σ∗33 (3.41)

T (S) = R2 + 4Σ∗13
2 (3.42)

The following derivatives will be needed in the following:

∂R
∂S

= 2
(

Σ0
12 − Σ0

34

)
+ 2S

(
Σ0

22 − Σ0
44

)
(3.43)

∂W
∂S

= 2
(

Σ0
12 + Σ0

34

)
+ 2S

(
Σ0

22 + Σ0
44

)
(3.44)

∂Σ∗13
∂S

= Σ0
14 + Σ0

23 + 2Σ0
24S (3.45)

∂T
∂S

= 2R
∂R
∂S

+ 8Σ∗13
∂Σ∗13
∂S

(3.46)

We will now compute, at the location of the CP, the coupling angle θ, defining a ref-
erence frame in which the beam is decoupled. We will call x̂ and ŷ the coordinates in
the decoupled frame and Σ̂∗11, Σ̂∗33 the corresponding squared beam sizes. The angle θ
is defined as the angle between the x̂-axis and the x-axis.
These quantities can be found by diagonalizing the x − y block of the Σ-matrix. We
will make determination choices (Eqs. 3.49, 3.52 and 3.56) so that the set (θ, Σ̂∗11, Σ̂∗33)
is uniquely defined and the coupling angle θ lies in the interval:

−π

4
< θ <

π

4
(3.47)

Different cases need to be treated separately:

Case T>0,
∣∣Σ∗13

∣∣>0

We evaluate the coupling angle at the position of the CP in the boosted frame:

cos 2θ = sgn (Σ∗11 − Σ∗33)
Σ∗11 − Σ∗33√(

Σ∗11 − Σ∗33
)2

+ 4Σ∗13
2

(3.48)



86 CHAPTER 3. “6D” BEAM-BEAM INTERACTION

Or more synthetically:

cos 2θ = sgn(R)
R√
T

(3.49)

In the following we will need also the derivative of this quantity:

∂

∂S
[cos 2θ] = sgn(R)

∂R
∂S

1√
T
− R

2
(√

T
)3

∂T
∂S

 (3.50)

It can be proved that [6]:

cos θ =

√
1
2
(1 + cos 2θ) (3.51)

sin θ = sgn(R)sgn(Σ∗13)

√
1
2
(1− cos 2θ) (3.52)

The corresponding derivatives are given by (see Eq. 2.64 in [?]):

∂

∂S
cos θ =

1
4 cos θ

∂

∂S
cos 2θ (3.53)

∂

∂S
sin θ =− 1

4 sin θ

∂

∂S
cos 2θ (3.54)

The squared beam sizes in the rotated (un-coupled) boosted frame are given by:

Σ̂∗11 =
1
2

[
(Σ∗11 + Σ∗33) + sgn (Σ∗11 − Σ∗33)

√(
Σ∗11 − Σ∗33

)2
+ 4Σ∗13

2
]

(3.55)

Σ̂∗33 =
1
2

[
(Σ∗11 + Σ∗33)− sgn (Σ∗11 − Σ∗33)

√(
Σ∗11 − Σ∗33

)2
+ 4Σ∗13

2
]

(3.56)

Equation 3.56 can be written in a compact form as:

Σ̂∗11 =
1
2

(
W + sgn(R)

√
T
)

(3.57)

Σ̂∗33 =
1
2

(
W − sgn(R)

√
T
)

(3.58)

The corresponding derivatives, which will be needed in the following, are given by:

∂

∂S
[
Σ̂∗11
]
=

1
2

(
∂W
∂S

+ sgn(R)
1

2
√

T
∂T
∂S

)
(3.59)

∂

∂S
[
Σ̂∗33
]
=

1
2

(
∂W
∂S
− sgn(R)

1
2
√

T
∂T
∂S

)
(3.60)

Case T>0,
∣∣Σ∗13

∣∣=0:
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The treatment of the previous case is still applicable with the exception of Eq. 3.54
in which the denominator becomes zero. This happens when Σ∗13=0, which implies√

T = |R| and therefore cos 2θ = 1. The case T = 0 will be treated separately later,
therefore here we can assume |R| > 0. We can expand with respect to Σ∗13/R obtain-
ing:

cos 2θ =
|R|√

R2 + 4Σ∗13
2
=

1√
1 + 4Σ∗13

2

R2

≃ 1

1 + 2Σ∗13
2

R2

≃ 1− 2
Σ∗13

2

R2 (3.61)

Replacing these result in Eq. 3.52 we obtain:

sin θ = sgn(R)sgn(Σ∗13)

∣∣Σ∗13

∣∣
|R| =

Σ∗13
R

(3.62)

We call S0 the location at which Σ∗13 = 0. At this location we define the auxiliary
quantities:

c =Σ∗14 + Σ∗23 (3.63)
d =Σ∗24 (3.64)

We introduce ∆S = S− S0 and we can write using Eqs. 3.30–3.32:

Σ∗13 = c∆S + d∆S2 (3.65)

By taking the derivative of Eq. 3.62 and using Eq. 3.65 we obtain:

∂

∂S
sin θ =

1
R2

[
(c + 2d∆S) R − ∂R

∂S

(
c∆S + d∆S2

)]
(3.66)

In the implementation we need only the value for ∆S=0, which is simply given by:

∂

∂S
sin θ =

c
R

(3.67)

Case T=0, |c|>0

Special care has to be taken at sections S0 at which Σ∗11 = Σ∗33 and Σ∗13 = 0 as Eqs. 3.49
and 3.60 cannot be evaluated directly. Also in this case we define:

∆S = S− S0 (3.68)

At the location of the apparent singularity (∆S=0) we define the auxiliary quantities:

a =Σ∗12 − Σ∗34 (3.69)
b =Σ∗22 − Σ∗44 (3.70)
c =Σ∗14 + Σ∗23 (3.71)
d =Σ∗24 (3.72)



88 CHAPTER 3. “6D” BEAM-BEAM INTERACTION

and therefore, using Eqs. 3.30–3.32, we can write:

R = 2a∆S + b∆S2 (3.73)

Σ∗13 = c∆S + d∆S2 (3.74)

With these definitions the function T (defined by Eq. 3.42) can be expanded around
∆S = 0 (using the Eqs. 3.30, 3.31, 3.32):

T = ∆S2
[
(2a + b∆S)2 + 4 (c + d∆S)2

]
(3.75)

Replacing Eq. 3.75 in Eq. 3.49 allows removing the apparent singularity:

cos 2θ =
|2a + b∆S|√

(2a + b∆S)2 + 4 (c + d∆S)2
(3.76)

This can be derived obtaining:

∂

∂S
[cos 2θ] = sgn(2a + b∆S)

 b√
(2a + b∆S)2 + 4 (c + d∆S)2

− (2a + b∆S)(2ab + b2∆s + 4cd + 4d2∆S)(√
(2a + b∆S)2 + 4 (c + d∆S)2

)3

 (3.77)

Similarly, replacing Eq. 3.75 in Eq. 3.58 we obtain:

Σ̂∗11 =
W
2

+
1
2

sgn
(

2a∆S + b∆S2
)
|∆S|

√
(2a + b∆S)2 + 4 (c + d∆S)2 (3.78)

Σ̂∗33 =
W
2
− 1

2
sgn

(
2a∆S + b∆S2

)
|∆S|

√
(2a + b∆S)2 + 4 (c + d∆S)2 (3.79)

This can be derived obtaining:

∂

∂S
[
Σ̂∗11
]
=

1
2

∂W
∂S

+
1
2

sgn
(

2a∆S + b∆S2
)

sgn(∆S)
[√

(2a + b∆S)2 + 4 (c + d∆S)2

+
∆S
(
2ab + b2∆s + 4cd + 4d2∆S

)√
(2a + b∆S)2 + 4 (c + d∆S)2


(3.80)

∂

∂S
[
Σ̂∗33
]
=

1
2

∂W
∂S
− 1

2
sgn

(
2a∆S + b∆S2

)
sgn(∆S)

[√
(2a + b∆S)2 + 4 (c + d∆S)2

+
∆S
(
2ab + b2∆s + 4cd + 4d2∆S

)√
(2a + b∆S)2 + 4 (c + d∆S)2


(3.81)
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In the implementation only the values at ∆S=0 are needed. For this case the obtained
results above can be simplified as:

cos 2θ =
|2a|

2
√

a2 + c2
(3.82)

∂

∂S
[cos 2θ] = sgn(2a)

 b
2
√

a2 + c2
− a(ab + 2cd)

2
(√

a2 + c2
)3

 (3.83)

Σ̂∗11 =
W
2

(3.84)

Σ̂∗33 =
W
2

(3.85)

∂

∂S
[
Σ̂∗11
]
=

1
2

∂W
∂S

+ sgn(2a)
√

a2 + c2 (3.86)

∂

∂S
[
Σ̂∗33
]
=

1
2

∂W
∂S
− sgn(2a)

√
a2 + c2 (3.87)

Eqs. 3.52 and 3.54 can still be used to evaluate sin θ and cos θ and the corresponding
derivatives, once we assume that sgn(0) = 1 and noticing from Eqs. 3.73 and 3.74 that
for small ∆S:

sgn(R)sgn(Σ∗13) = sgn(a)sgn(c) (3.88)

Case T=0, c=0, |a|>0

The treatment of the previous case is still applicable with the exception of Eq. 3.54 in
which the denominator becomes zero.
For this case we can write (from Eq. 3.76) around the point where this condition is
verified:

cos 2θ =
1√

1 + 4d2∆S2

(2a+b∆S)2

≃ 1− 2d2∆S2

(2a + b∆S)2 (3.89)

We notice from Eqs. 3.73 and 3.74 that for small ∆S:

sgn(R)sgn(Σ∗13) = sgn(a)sgn(d)sgn(∆S) (3.90)

Replacing Eq. 3.89 and 3.90 into in Eq. 3.52 we obtain:

sin θ =
d∆S
2a

∣∣∣∣1− b∆S
2a

∣∣∣∣ (3.91)

which can be derived in ∆S = 0 obtaining:

∂

∂S
sin θ =

d
2a

(3.92)
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The case in which also d = 0 is (or is equivalent to) the uncoupled case as Σ∗13 is zero
for all S.

Case T=0, c=0, a=0

Around the apparently singular point we can write:

R = b∆S2 (3.93)

Σ∗13 = d∆S2 (3.94)

Therefore:
T = S4

(
b2 + 4d2

)
(3.95)

and:
cos 2θ =

|b|√
b2 + 4d2

(3.96)

which is a constant. Eqs. 3.52 and 3.54 can still be used to evaluate sin θ and cos θ
while the corresponding derivatives vanish:
This can be derived obtaining:

∂

∂S
cos θ = 0 (3.97)

∂

∂S
sin θ = 0 (3.98)

Replacing a = c = 0 into Eq 3.79 we obtain:

Σ̂∗11 =
W
2

+
1
2

sgn(b)∆S2
√

b2 + 4d2 (3.99)

Σ̂∗33 =
W
2
− 1

2
sgn(b)∆S2

√
b2 + 4d2 (3.100)

and:

∂

∂S
[
Σ̂∗11
]
=

1
2

∂W
∂S

(3.101)

∂

∂S
[
Σ̂∗33
]
=

1
2

∂W
∂S

(3.102)

The case in which also d = 0 is (or is equivalent to the uncoupled case) as Σ∗13 is zero
for all S.

3.3.2 Forces and kicks on weak beam particles

The positions of the weak beam particle in the un-coupled boosted frame are given
by:

x̂∗ = x∗ cos θ + y∗ sin θ (3.103)

ŷ∗ = −x∗ sin θ + y∗ cos θ (3.104)
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In the following we will also need to evaluate:

∂

∂S

[
x̂∗ (θ(S))

]
=

∂x∗

∂S
cos θ + x∗

∂

∂S
[cos θ] +

∂y∗

∂S
sin θ + y∗

∂

∂S
[sin θ] (3.105)

∂

∂S

[
ŷ∗ (θ(S))

]
= −∂x∗

∂S
sin θ − x∗

∂

∂S
[sin θ] +

∂y∗

∂S
cos θ + y∗

∂

∂S
[cos θ] (3.106)

In this boosted, rotated and re-centered frame, closed formulas exist to evaluate the
following quantities:

F̂∗x = −Ksl
∂Û∗

∂x̂∗
(

x̂∗, ŷ∗, Σ̂∗11, Σ̂∗33

)
(3.107)

F̂∗y = −Ksl
∂Û∗

∂ŷ∗
(

x̂∗, ŷ∗, Σ̂∗11, Σ̂∗33

)
(3.108)

Ĝ∗x = −Ksl
∂Û∗

∂Σ̂∗11

(
x̂∗, ŷ∗, Σ̂∗11, Σ̂∗33

)
(3.109)

Ĝ∗y = −Ksl
∂Û∗

∂Σ̂∗33

(
x̂∗, ŷ∗, Σ̂∗33, Σ̂∗33

)
(3.110)

where Û∗ is the electric potential associated to the normalized transverse distribution
and:

Ksl =
Nslqslq0

P0c
(3.111)

where Nsl is the number of particles in the strong-beam slice, qsl and q0 are the particle
charges for the strong and weak beam respectively, P0 is the reference momentum of
the weak beam.

The minus sign in the Eqs. 3.107-3.110 comes from the definition of electric potential,
i.e. E = −∇U.



92 CHAPTER 3. “6D” BEAM-BEAM INTERACTION

For a bi-Gaussian beam (elliptic) [21]:

f̂ ∗x = −∂Û∗

∂x̂∗
=

1

2ϵ0

√
2π
(
Σ̂∗11 − Σ̂∗33

) Im

w

 x̂∗ + iŷ∗√
2
(
Σ̂∗11 − Σ̂∗33

)


− exp

(
− (x̂∗)2

2Σ̂∗11
− (ŷ∗)2

2Σ̂∗33

)
w

 x̂∗
√

Σ̂∗33
Σ̂∗11

+ iŷ∗
√

Σ̂∗11
Σ̂∗33√

2
(
Σ̂∗11 − Σ̂∗33

)

 (3.112)

f̂ ∗y = −∂Û∗

∂x̂∗
=

1

2ϵ0

√
2π
(
Σ̂∗11 − Σ̂∗33

)Re

w

 x̂∗ + iŷ∗√
2
(
Σ̂∗11 − Σ̂∗33

)


− exp

(
− (x̂∗)2

2Σ̂∗11
− (ŷ∗)2

2Σ̂∗33

)
w

 x̂∗
√

Σ̂∗33
Σ̂∗11

+ iŷ∗
√

Σ̂∗11
Σ̂∗33√

2
(
Σ̂∗11 − Σ̂∗33

)

 (3.113)

ĝ∗x = − ∂Û∗

∂Σ̂∗11
= − 1

2
(
Σ̂∗11 − Σ̂∗33

) {x̂∗Ê∗x + ŷ∗Ê∗y +
1

2πϵ0

[√
Σ̂∗33

Σ̂∗11
exp

(
− (x̂∗)2

2Σ̂∗11
− (ŷ∗)2

2Σ̂∗33

)
− 1

]}
(3.114)

ĝ∗y = − ∂Û∗

∂Σ̂∗33
=

1
2
(
Σ̂∗11 − Σ̂∗33

) {x̂∗Ê∗x + ŷ∗Ê∗y +
1

2πϵ0

[√
Σ̂∗11

Σ̂∗33
exp

(
− (x̂∗)2

2Σ̂∗11
− (ŷ∗)2

2Σ̂∗33

)
− 1

]}
(3.115)

where w is the Faddeeva function.
For a round beam, i.e. Σ̂∗11 = Σ̂∗33 = Σ̂∗:

f̂ ∗x = −∂Û∗

∂x̂∗
=

1
2πϵ0

[
1− exp

(
− (x̂∗)2 + (ŷ∗)2

2Σ̂∗

)]
x

(x̂∗)2 + (ŷ∗)2
(3.116)

f̂ ∗y = −∂Û∗

∂x̂∗
=

1
2πϵ0

[
1− exp

(
− (x̂∗)2 + (ŷ∗)2

2Σ̂∗

)]
y

(x̂∗)2 + (ŷ∗)2
(3.117)

ĝ∗x = − ∂Û∗

∂Σ̂∗11
=

1

2
[
(x̂∗)2 + (ŷ∗)2

]
ŷ∗Ê∗y − x̂∗Ê∗x +

1
2πϵ0

(
x̂∗
)2

Σ̂∗
exp

(
− (x̂∗)2 + (ŷ∗)2

2Σ̂∗

)
(3.118)

ĝ∗y = − ∂Û∗

∂Σ̂∗33
=

1

2
[
(x̂∗)2 + (ŷ∗)2

]
x̂∗Ê∗x − ŷ∗Ê∗y +

1
2πϵ0

(
ŷ∗
)2

Σ̂∗
exp

(
− (x̂∗)2 + (ŷ∗)2

2Σ̂∗

)
(3.119)

We have used lower-case symbols to indicate that the factor given by Eq. 3.111 is not
yet applied.
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The transverse kicks in the coupled (but still boosted) reference frame are given by:

F∗x = F̂∗x cos θ − F̂∗y sin θ (3.120)

F∗y = F̂∗x sin θ + F̂∗y cos θ (3.121)

To compute the longitudinal kick we notice from Eq. 3.13 that:

∂

∂z
=

1
2

∂

∂S
(3.122)

Therefore:
F∗z =

1
2

∂

∂S

[
Û∗
(

x̂∗ (θ(S)) , ŷ∗ (θ(S)) , Σ̂∗11(S), Σ̂∗33(S)
)]

(3.123)

This can be rewritten as:

F∗z =
1
2

(
F̂∗x

∂

∂S

[
x̂∗ (θ(S))

]
+ F̂∗y

∂

∂S

[
ŷ∗ (θ(S))

]
+ Ĝ∗x

∂

∂S
[
Σ̂∗11(S)

]
+ Ĝ∗y

∂

∂S
[
Σ̂∗33(S)

])
(3.124)

where all the terms have been evaluated before.
The quantities evaluated so far can be used to compute the effect of the beam-beam
interaction on the particles coordinates and momenta [21]:

x∗new = x∗ − SF∗x (3.125)
p∗x,new = p∗x + F∗x (3.126)

y∗new = y∗ − SF∗y (3.127)

p∗y,new = p∗y + F∗y (3.128)

z∗new = z∗ (3.129)

δ∗new = δ∗ + F∗z +
1
2

[
F∗x

(
p∗x +

1
2

F∗x + p∗x,sl

)
+ F∗y

(
p∗y +

1
2

F∗y + p∗y,sl

)]
(3.130)

The physical meaning of the different terms in these equations is illustrated in [23].

3.4 Inverse Lorentz boost (for the weak beam)

Now we need to go back to the accelerator coordinates by undoing the transformation
described in Sec. 3.2.
As before we evaluate:

p∗z =
√
(1 + δ∗)2 − p∗x2 − p∗y2 (3.131)

and then:

h∗x =
p∗x
p∗z

(3.132)

h∗y =
p∗y
p∗z

(3.133)

h∗σ = 1− δ∗ + 1
p∗z

(3.134)
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We invert the matrix (3.11) using Cramer’s rule:

Det (L) =
1

cos ϕ
+
(

h∗x cos α + h∗y sin α− h∗σ sin ϕ
)

tan ϕ (3.135)

Linv =
1

Det (L)
×

(
1

cos ϕ + sin α tan ϕ
(

h∗y − h∗σ sin α sin ϕ
))

sin α tan ϕ (h∗σ cos α sin ϕ− h∗x) − tan ϕ
(

cos α− h∗x sin2 α sin ϕ + h∗y cos α sin α sin ϕ
)

cos α tan ϕ
(
−h∗y + h∗σ sin α sin ϕ

) (
1

cos ϕ + cos α tan ϕ (h∗x − h∗σ cos α sin ϕ)
)

− tan ϕ
(

sin α− h∗y cos2 α sin ϕ + h∗x cos α sin α sin ϕ
)

−h∗σ cos α sin ϕ −h∗σ sin α sin ϕ
(

1 + h∗x cos α sin ϕ + h∗y sin α sin ϕ
)

 (3.136)

This can be used to transform the positions:
x

y

σ

 = Linv


x∗

y∗

σ∗

 (3.137)

The Hamiltonian can be transformed with a re-scaling:

h = h∗ cos2 ϕ =

(
δ∗ + 1−

√
(1 + δ∗)2 − p∗x2 − p∗y2

)
cos2 ϕ (3.138)

This can be used to transform the transverse momenta (inverting Eqs. 3.4 and follow-
ing):

px = p∗x cos ϕ + h cos α tan ϕ (3.139)
py = p∗y cos ϕ + h sin α tan ϕ (3.140)

The longitudinal momentum can be calculated using directly Eq. 3.6:

δ = δ∗ + px cos α tan ϕ + py sin α tan ϕ− h tan2 ϕ (3.141)

3.5 Bhabha scattering

In quantum electrodynamics (QED), the Coulomb attraction of two opposite charges
(e.g. an electron and a positron) is called Bhabha scattering [24]. The mathematical
treatment of Bhabha scattering can be done using the method of equivalent photons
(Weizsäcker-Williams approach) [25, 26]. The essence of this method lies in the fact
that the electromagnetic field of a relativistic charged particle, say the positron, is
almost transversal and can therefore accurately be substituted by an appropriately
chosen equivalent radiation field of photons. Thus, the cross section for the scattering
of an electron with this positron (Bhabha scattering) can be approximated by that of
the electron and an "equivalent" photon (Compton scattering). In this case, the equiv-
alent photon corresponds to the exchanged virtual photon between the scattering pri-
maries. The whole process, including the subsequent emission of bremsstrahlung
photons can be treated in a numerical simulation as an inverse Compton scattering
process [27]. In this, the virtual photons emitted by the positron will collide with the
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electron. Due to the relativistic dynamics of the participating leptons, the virtual pho-
tons have an energy which is often negligible compared to that of the leptons, thus
we can treat them as real. The process is called inverse since here the electron will lose
energy while the photons will gain energy, contrary to standard Compton scattering.
The scattered photons are real and typically end up with an energy E′γ comparable to
the initial lepton energy Ee [28].
The generation of photons from radiative Bhabha scattering in Xsuite can be divided
into 3 steps. First, the charge density of the opposite bunch slice at the location of
the macroparticle in the soft-Gaussian approximation is computed [29]. From this
one computes the integrated luminosity of the collision of the macroparticle with the
virtual photons represented by the slice, integrated over the time of passing through
the slice. Second, a set of virtual photons is generated corresponding to the total
energy of the opposite slice. Third, the code iterates over these virtual photons and
simulates the bremsstrahlung process as a series of inverse Compton scattering events
between the macroparticle and each virtual photon.

3.5.1 Luminosity Computation

Figure 3.1: Schematic illustration of a single macroparticle from bunch 1 (blue) colliding with
a single longitudinal slice of the opposing bunch 2 (red).

Figure 3.1 illustratres how Xfields computes the integrated luminosity in a collision
of a single macroparticle from one beam with a single slice of the opposing beam1.
On the figure x, y denote the transverse coordinates of a macroparticle in the boosted
and uncoupled frame, at the collision point with a slice of the opposing bunch, cor-

1Note that this luminosity can be recorded in a table with the flag_luminosity flag of the
BeamBeamGaussian3D element and lumitable keyword in the Xline internal log. The recorded en-
tries must be summed up to get the total integrated luminosity of the collision. This method has an
uncertainty of ±10% compared to the analytical formula.
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responding to the notation x̂∗, ŷ∗ in the previous sections. The centroid (mean) co-
ordinate of the opposing slice, with a bunch intensity of Nb,s, is denoted by xc, yc, in
the boosted, uncoupled, transported reference frame of its own bunch. Xfields mod-
els the charge density of a longitudinal slice as a 2D Gaussian distribution ρ(x, y).
Considering an infinitesimal area δxδy around the transverse position x, y of a given
macroparticle at the collision point with the slice, one can write the number of charges
with which this macroparticle will interact:

Ne(x, y) = Nb,sρ(x, y)δxδy, (3.142)

and the integrated luminosity of the macroparticle-slice collision:

L =
Nb,m · Ne(x, y)

δxδy
= Nb,mNb,sρ(x, y), (3.143)

where Nb,m denotes the number of elementary charges per macroparticle.

3.5.2 Virtual Photon Generation

Equation (3.143) describes the integrated luminosity of primary-primary collisions. In
order to simulate the collision of the primaries with virtual photons instead, Xfields
uses the assumption that the virtual photon distribution Nγ(x, y) is proportional to
that of the primary charges:

Nγ(x, y) = nNe(x, y), (3.144)

where n is a proportionality factor denoting the number of virtual photons corre-
sponding to one elementary charge. The number density spectrum of virtual photons
is given by:

dn
dxdQ2 =

α

2π

1 + (1− x)2

x
1

Q2 , (3.145)

where x =
h̄ω

Ee
=

Eγ

Ee
is the total energy of the virtual photon normalized to the

primary energy and Q2 is the squared virtuality of the virtual photon [30].
The virtual photon energies and virtualities can be drawn using the method of in-
verse CDF (Cumulative Distribution Function) sampling. The sampling algorithm in
Xsuite has been adapted from GUINEA-PIG [31], a Particle In Cell (PIC) based single
beam-beam collision simulation software. For each macroparticle in the beam, we
first compute the total amount of equivalent photons using the energy of the opposite
bunch slice. Subsequently, the energy and virtuality of each photon will be sampled.
In the current implementation all virtual photons inherit the dynamical variables of
the strong bunch slice centroid. Note that the virtual photons sampled this way will
also be "macroparticles" in the sense that they represent the dynamics of all virtual
photons generated by all charges in a primary macroparticle.
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3.5.3 Inverse Compton Scattering of Virtual Photons

We account for the proportionality of the primary charge and virtual photon distribu-
tions described by Eq. (3.144) by resampling the virtual photons for each macroparti-
cle. With each photon, we simulate the bremsstrahlung process in the form of a set of
inverse Compton scattering events. The number of Compton events can be described
as:

R = σC,tot(s)L = σC,tot(s)Nb,mNb,sρ(x, y), (3.146)

where s ≈ 4EγEe

m2
e c4 is the center of mass energy squared of the photon-primary Comp-

ton interaction, normalized to the rest mass of the primary [32], and σC,tot(s) denotes
the total Compton scattering cross section, given by:

σC,tot(s) =
2πr2

e
s

[
ln(s + 1)

(
1− 4

s
− 8

s2

)
. +

1
2
+

8
s
− 1

2(s + 1)2

]
, (3.147)

with re being the classical electron radius. For each event, we sample the scattered
photon energy from the differential cross section:

dσC

dy
=

2πr2
e

s

[
1

1− y
+ 1− y− 4y

s(1− y)
+

4y2

s2(1− y)2

]
, (3.148)

which describes the scattering of a beam of unpolarized photons on the primary

charge [27]. Here y =
h̄ω′

Ee
=

E′γ
Ee

is the energy of the scattered photon in units of

the total energy of the colliding primary. Given the energy E′γ, we can compute the
scattering angle of the primary and the photon as well as their momenta, using the
constraints given by energy and momentum conservation. While the emitted pho-
ton spectrum corresponds to the sum of all charges represented by a macroparticle, a
given macroparticle should represent the dynamics of a single primary charge. Thus,
the dynamical variables of the macroparticles are updated according to energy and
momentum conservation accounting for the emission of only a fraction of the pho-
tons. The latter are picked randomly based on a probability corresponding to the
inverse of the number of charges per macroparticle.

3.6 Beamstrahlung

The implementation of beamstrahlung in Xfields is based on GUINEA-PIG [31]. In
this section a high level summary of the modeling is presented. Further details can be
found in [33].
Xfields samples the quantum theoretical synchrotron radiation spectrum G(v, ξ):

G(v, ξ) =
v2

(1− (1− ξ)v3)2

(
G1(y) +

ξ2y2

1 + ξy
G2(y)

)
, (3.149)

which is normalized such that G(v = 0, ξ) = 1 and G(v, ξ) ≤ 1 for all v and ξ. The
variable ξ is defined as:
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ξ =
Ecrit

E
(3.150)

and denotes the magnitude of the quantum correction, i.e. the critical energy normal-
ized to the energy E of the primary particle in GeV undergoing the beamstrahlung
process. The critical beamstrahlung energy is defined in the classical way as:

Ecrit =
3h̄cγ3

2ρ
(3.151)

The unitless variable y is related to the energy of the emitted beamstrahlung photon
Eγ:

y =
Eγ

Ecrit

1

1− Eγ

E

. (3.152)

Equation 3.152 can be expressed with the help of a uniform random variable v as
follows:

y =
v3

1− v3 ; v ∈ U[0, 1]. (3.153)

With these the number of beamstrahlung photons emitted in the interval [v, v + ∆v]
during a time interval δt can be given as:

∆Nγ = p0G(v, ξ)∆v, (3.154)

where

p0 =
2

2
3

Γ(4
3)

αγδt

ρ
≈ 25.4 · Eδt

ρ
(3.155)

is a scaling factor dependent on the relativistic γ of the primary, the instantaneous
bending radius ρ and the fine structure constant α. The bending radius of each macropar-
ticle in the electromagnetic field of a given longitudinal slice of the opposite bunch is
obtained from the radial kick:

F∗r = rpp

√
F∗2x + F∗2y , (3.156)

ρ =
1
F∗r

, (3.157)

with rpp = 1
1+δ = p

p0
. In the Xfields BeamBeamGaussian3D element the time interval

δt is expressed as a longitudinal distance ∆z, which is the distance the macroparti-
cle travels between two consecutive longitudinal slices and it corresponds to the bin
width of the longitudinal slicing.
Figure 3.2 shows the beamstrahlung photon number density p0G(v, ξ) for a fixed
value of p0 and ξ. The area in the region C is the mean number of beamstrahlung
photons emitted during an interval δt, i.e. a passage through one longitudinal slice of
width ∆z.
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Figure 3.2: Schematic illustration of the number density function of beamstrahlung photons
p0G(v, ξ) (red curve) for a given p0 (blue dashed line) and ξ, as a function of v.

The functions G1(y) and G2(y) are defined as follows:

G1(y) =

√
3Γ(1

3)

2
5
3 π

∞∫
y

K 5
3
(x)dx,

G2(y) =

√
3Γ(1

3)

2
5
3 π

K 2
3
(y).

(3.158)

Equations 3.158 are evaluated numerically with the below approximate formulas:

0 ≤ y ≤ 1.54

G1(y) = y−
2
3 (1− 0.8432885317 · y 2

3 + 0.1835132767 · y2

− 0.0527949659 · y 10
3 + 0.0156489316 · y4)

G2(y) = y−
2
3 (0.4999456517− 0.5853467515 · y 4

3

+ 0.3657833336 · y2 − 0.0695055284 · y 10
3 + 0.0191803860 · y4)

(3.159)

1.54 < y ≤ 4.48

G1(y) =
2.066603927− 0.5718025331 · y + 0.04243170587 · y2

−0.9691386396 + 5.651947051 · y− 0.6903991322 · y2 + y3

G2(y) =
1.8852203645− 0.5176616313 · y + 0.03812218492 · y2

−0.4915880600 + 6.1800441958 · y− 0.6524469236 · y2 + y3

(3.160)
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4.48 < y ≤ 165.0

G1(y) =
e−y
√

y
· 1.0174394594 + 0.5831679349 · y

0.9949036186 + y

G2(y) =
e−y
√

y
· 0.2847316689 + 0.5830684600 · y

0.3915531539 + y
.

(3.161)

For y > 165 the model assumes no radiation. With these one can simulate beam-
strahlung emission by first drawing a random uniform number p. The condition
p > p0 corresponds to region A on Fig. 3.2, therefore no photons are emitted. In the
other case a second random uniform number v is drawn, and Eq. 3.149 is computed.
If p < p0G(v, ξ) is satisfied (region C) a photon is emitted with an energy

Eγ

E
=

ξv3

1− (1− ξ)v3 , (3.162)

otherwise no photon is emitted (region B). The generated beamstrahlung photons are
themselves macroparticles in the sense that they represent the dynamics of all photons
generated by all charges in a primary macroparticle.
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Appendices

A1 Detailed explanation of "the boost" transformation

The reference frame transformation used in Sec. 3.2 can be written as [21, 6]:
σ∗

x∗

s∗

y∗

 = A−1RCP
−1LboostRCARCPA


σ

x

s

y

 (163)

Here A is the matrix transforming the accelerator coordinates (Courant-Snyder) to
Cartesian coordinates:

ct

X

Z

Y

 = A


σ

x

s

y

 =


−1 0 1 0

0 1 0 0

0 0 1 0

0 0 0 1




σ

x

s

y

 (164)

RCP is a rotation matrix bringing the crossing plane to the X− Z plane:

RCP =


1 0 1 0

0 cos α 0 sin α

0 0 1 0

0 − sin α 0 cos α

 (165)

RCA is a rotation matrix moving to the barycentric reference frame (in which the two
beams are symmetric with respect to the s-axis):

RCA =


1 0 0 0

0 cos ϕ sin ϕ 0

0 − sin ϕ cos ϕ 0

0 0 0 1

 (166)

Lboost is the matrix defining a Lorentz boost in the direction of the rotated X-axis:

Lboost =


1/ cos ϕ − tan ϕ 0 0

− tan ϕ 1/ cos ϕ 0 0

0 0 1 0

0 0 0 1

 (167)

The momenta are transformed similarly [6]:
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
δ∗

p∗x
h∗

p∗y

 = B−1RCP
−1LboostRCARCPB


δ

px

h

py

 (168)

where the transformation from accelerator to Cartesian coordinates given by:
E/c− p0

Px

Pz − p0

Py

 = p0


1 0 0 0

0 1 0 0

0 0 −1 0

0 0 0 1




δ

px

h

py

 (169)

As explaned in Sec.3.2 not all particles with s = 0 are fixed points of the transforma-
tion, therefore a drift back to s=0 needs to be performed as we are tracking w.r.t. s
and not w.r.t. time. The net effect of the transformation is to move from the reference
frame of the weak beam to the boosted barycentric frame.

A2 Constant charge slicing

We consider a Gaussian longitudinal bunch distribution:

λ(z) =
1

σz
√

2π
e
− z2

2σ2
z (170)

We introduce the cumulative distribution function:

Q(z) =
∫ z

−∞
λ(z′)dz′ =

1
2
+

1
2

erf
(

z√
2σz

)
(171)

We define longitudinal cuts zcut
n such that the bunch is sliced in N sections having the

same charge:

Q(zcut
n ) =

n
N

(172)

Replacing 172 in 171 we obtain:

zcut
n =

√
2σzerf−1

(
2n
N
− 1
)

(173)

For each slice we need to find the longitudinal centroid position. For generic slice
having edges z1 and z2 the centroid position can be written as:

zcentroid =
1

Q(z2)−Q(z1)

∫ z2

z1

zλ(z)dz =
σz√

2π (Q(z2)−Q(z1))

(
e
− z2

1
2σ2

z − e
− z2

2
2σ2

z

)
(174)
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A3 Considerations on the Σ-matrix description

Given the reduced Σ-matrix of the beam (including only position terms, no momenta):

Σ =

Σ11 Σ13

Σ13 Σ33

 (175)

the distribution for a Gaussian beam can be written as:

ρ(x) = ρ0e−xTΣ−1x (176)

Points having same density lie con ellipses defined by the equation:

xTΣ−1x = const. (177)

As Σ is symmetric, it can be diagonalized:

Σ = VWVT (178)

where the matrix V has in its columns the eigenvectors of Σ and W is a diagonal
matrix with the corresponding eigenvalues:

W =

Σ̂11 0

0 Σ̂33

 (179)

V is a unitary matrix (eigenvectors are ortho-normal):

VVT = I⇒ V−1 = VT (180)

V can be used to transform coordinates from the initial frame to the de-coupled frame:
where x̂ are the coordinates in the decoupled frame, i.e. the projections of of x on the
eigenvectors:

x̂ = VTx (181)

Combining Eqs. 178 and 180 we can write:

Σ−1 = VW−1VT (182)

This can be replaced in Eq. 177, re-writing the equation of the ellipse as:

xTVW−1VTx = const. (183)

Using Eq. 181 we obtain the equation of the ellipse in the reference system of the
eigenvectors:

x̂TW−1x̂ = const. (184)

which can be rewritten in the familiar form:

x̂2

Σ̂11
+

ŷ2

Σ̂33
= const. (185)

Once the Σ-matrix is assigned, the one-sigma ellipse can be drawn by the following
procedure:
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• We diagonalize Σ and we generate an auxiliary matrix defined as:

A = V
√

WVT (186)

• We generate a set of points in the unitary circle

z =

cos t

sin t

 (187)

• We apply A to t to generate points on the one-sigma ellipse:

x1σ = Az (188)

This can be verified as follows:

x1σ
TΣ−1x1σ = zTATΣ−1Az = zT(V

√
WV)(VTW−1VT)(V

√
WVT)z

= zTV
√

WW−1
√

WVTz = zTVVTz = zTz = 1 (189)



Chapter 4

Configuration of beam-beam lenses

4.1 Introduction

The effects of the non-linear forces introduced by beam-beam interactions in the Large
Hadron Collider (LHC) are studied with tracking simulations using, for example, the
SixTrack and sixtracklib codes [20, 34]. In these simulations the beam-beam interac-
tions are modeled by a set of “thin” non-linear lenses around the collision points. “6D
beam-beam lenses” based on Hirata’s synchro-beam method [21, 35, 23] are used to
model the Head-On (HO) interactions at the for interaction points (IPs) while simpler
“4D lenses” are used to model parasitic Long-Range encounters [36].
This document describes a method to configure the beam-beam lenses in tracking sim-
ulations based on the MAD-X model of the accelerator, as it has been implemented in
the pymask configuration tool [37], which has been recently developed as an evolu-
tion of existing tools in MAD-X scripting language [38]. In particular, in Sec. 4.2, we
discuss how to reconstruct the absolute position of the two beams with respect to the
lab frame using the MAD-X twiss and survey tables; in Sec. 4.3 we discuss how to
compute the separation between the two beams; in Sec. 4.4 we describe how to iden-
tify the crossing plane and crossing angle; in Sec. 4.5 we describe how to configure the
anticlockwise beam (conventionally called beam 4) from the MAD-X model based on
two clockwise-oriented sequences; in Sec. 4.6 we introduce the effect of crab cavities
on the beam-beam configuration.

4.2 Identification of the beam position and direction

The position and orientation of the beams at a certain machine element can be ob-
tained from MAD-X combining the information from the survey and twiss tables.
We assume that:

• The sequences start from an element at which the reference trajectories of the
two beams are known to be parallel;

• Both beams (B1 and B2) have the same orientation (clockwise);

• Markers or beam-beam lenses are installed at the s-locations of the beam-beam
interactions.
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The MAD-X survey provides the coordinates in the lab frame of the two beams:

Psu =


xsu

ysu

ssu

 (4.1)

and the corresponding set of angles (θsu, ϕsu, ψsu) defining the orientation of the local
reference system used by the twiss [39]. The origin and the orientation of the lab frame
are defined by the the first element in the sequence.
The components of the unit vectors defining the local reference frame with respect to
the lab frame can be obtained from the following relationship:(

êx, êy, ês
)
=

cos θsu 0 sin θsu

0 1 0

− sin θsu 0 cos θsu

×


1 0 0

0 cos ϕsu sin ϕsu

0 − sin ϕsu cos ϕsu

×


cos ψsu − sin ψsu 0

sin ψsu cos ψsu 0

0 0 1

 .

(4.2)

The MAD-X twiss provides the transverse position of the beam in the local reference
frame (xtw, ytw), so that the absolute position of the beam in the lab frame can written
as

P = Psu + xtwêx + ytwêy . (4.3)

At the beam-beam locations the local reference frames for the two beams are assumed
to be aligned. This is not strictly the case in the regions between the separation-
recombination magnets (D1 and D2), but also in that case that case the existing small
divergence can be considered negligible. The beam-beam module of pymask checks
the conditions:

||êb1
x − êb2

x || ≪ 1 , (4.4)

||êb1
y − êb2

y || ≪ 1 . (4.5)

Therefore we will simply define:

êx = êb1
x = êb2

x , (4.6)

êy = êb1
y = êb2

y . (4.7)

4.3 Computation of beam-beam separations

The beam-beam separations are defined as the transverse coordinates of the strong
beam with respect to the weak beam. They can be computed as:

∆x = êx ·
(

PS − PW
)

, (4.8)

∆y = êy ·
(

PS − PW
)

, (4.9)
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Figure 4.1: Schematic illustration of the crossing plane.

where the superscripts identify the weak (W) and the strong (S) beam.
Typically the accuracy of the survey table is insufficient to computed the separations
correctly, especially for elements that are too far from the first element in the sequence,
due to accumulation of errors along the sequence. A correction can be computed
looking as the apparent displacement of the closest Interaction Point (IP) between the
two surveys, as the IPs are supposed to coincide.

4.4 Crossing plane and crossing angle

At the beam-beam encounters the local reference frames for the two beams share the
same orientation. Therefore the elevation angle α of the crossing plane and the cross-
ing angle θ can be computed in the local reference frame, as will be illustrated in the
following.

4.4.1 The crossing plane

The directions defined by the local trajectories of the two beams are identified by the
unit vectors

p̂W =
(

pW
x , pW

y , pW
s

)
, (4.10)

p̂S =
(

pS
x , pS

y , pS
s

)
, (4.11)
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containing the angles of the closed orbit obtained from the twiss of the two beams.
The plane defined by these two directions is called Crossing Plane (XP), as illustrated
in Fig. 4.1, and its equation is given by:

vXP(w1, w2) = w1p̂W + w2p̂S . (4.12)

The line defined by the intersection of the crossing plane and the transverse plane
identified by the unit vectors êx and êy is given by the condition:

vXP(w1, w2) · ês = 0 . (4.13)

Replacing Eq. (4.12) into Eq. (4.13) we obtain:

w1pW
s + w2pS

s = 0 , (4.14)

and replacing this condition in Eq. (4.12) we obtain the equation of the intersection
line

vT(w1) = w1

(
p̂W − pW

s

pS
s

p̂S
)

. (4.15)

The elevation angle α of the intersection line with respect to the local x-direction (êx)
can be written as:

α = arctan
vT · êy

vT · êx
. (4.16)

Using Eq. (4.15) we obtain:

α = arctan

(
pW

y −
pW

s

pS
s

pS
y

)
(

pW
x −

pW
s

pS
s

pS
x

) . (4.17)

In the paraxial approximation (pS
s ≃ pW

s ≃ 1) this simply becomes:

α = arctan
∆py

∆px
, (4.18)

where we have defined:

∆px = pW
x − pS

x , (4.19)

∆py = pW
y − pS

y . (4.20)

In the legacy beam-beam macros as well as in the configuration pymask tool, the
following logic is implemented

α =


arctan

(
∆py

∆px

)
if |∆px| ≥

∣∣∆py
∣∣

π

2
− arctan

(
∆px

∆py

)
if |∆px| <

∣∣∆py
∣∣ , (4.21)
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for which α is limited to the range:

−
π

4
≤ α ≤

3
4

π . (4.22)

In particular, for a purely horizontal crossing we have α = 0 and for a purely vertical
crossing we have α = π

2 .

4.4.2 The crossing angle

The crossing angle θ between the two beams can be found from the relation:

cos θ = p̂W · p̂S . (4.23)

The half crossing angle

ϕ =
θ

2
(4.24)

is often used instead of θ.
In the paraxial approximation

px ≪ 1 , (4.25)
py ≪ 1 , (4.26)

(4.27)

the scalar product in Eq. (4.23) can be rewritten as

p̂W · p̂S = pW
x pS

x + pW
y pS

y + pW
s pS

s

= pW
x pS

x + pW
y pS

y +

√
1− (pW

x )
2 −

(
pW

y

)2√
1−

(
pS

x
)2 −

(
pS

y
)2

≃ pW
x pS

x + pW
y pS

y +

1−
(

pW
x
)2

2
−

(
pW

y

)2

2


1−

(
pS

x
)2

2
−

(
pS

y

)2

2


≃ pW

x pS
x + pW

y pS
y + 1−

(
pW

x
)2

2
−

(
pW

y

)2

2
−
(

pS
x
)2

2
−

(
pS

y

)2

2
, (4.28)

which can be written in compact form as:

p̂W · p̂S ≃ 1−

(
pW

x − pS
x
)2

+
(

pW
y − pS

y

)2

2
. (4.29)

For small crossing angle we can write:

cos θ ≃ 1−
θ2

2
. (4.30)

Replacing Eqs. (4.29) and (4.30) into Eq. (4.23) we obtain

|θ| =
√

∆p2
x + ∆p2

y . (4.31)
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The sign of θ is defined positive when the weak beam needs to rotate in the clockwise
sense in the crossing plane in order to be brought on the strong beam. This corre-
sponds to the following sign choices:

|∆px| >
∣∣∆py

∣∣ |∆px| <
∣∣∆py

∣∣
∆px ≥ 0, ∆py ≥ 0 θ > 0 θ > 0

∆px < 0, ∆py ≥ 0 θ < 0 θ > 0

∆px < 0, ∆py < 0 θ < 0 θ < 0

∆px ≥ 0, ∆py < 0 θ > 0 θ < 0

which are consistent with the sign convention used in LHC operation.

4.5 Transformations for the counterclockwise beam (B4)

The typically used MAD-X model of the LHC consists of two sequences both having
clockwise (CW) orientation, conventionally called Beam 1 and Beam 2. To perform
tracking simulations of the anticlockwise (ACW) beam, an anticlockwise sequence
needs to be generated, which is conventionally called Beam 4. The beam-beam lenses
in the Beam 4 sequence can be configured based on the beam-beam lenses defined
in Beam 2, taking into account that the two are related by the following change of
coordinates:

xACW = −xCW , (4.32)

yACW = +yCW , (4.33)

sACW = −sCW . (4.34)

The corresponding transformation for the transverse momenta is:

pACW
x = +pCW

x , (4.35)

pACW
y = −pCW

y . (4.36)

This can be easily seen from the fact that:

px ≃
dx
ds

, (4.37)

py ≃
dy
ds

. (4.38)

Additionally, from Eqs. (4.32) - (4.36) it is possible to derive the following relations to
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transform the Σ-matrix [35] of the strong beam:

ΣACW
11 = +ΣCW

11 , (4.39)

ΣACW
12 = −ΣCW

12 , (4.40)

ΣACW
13 = −ΣCW

13 , (4.41)

ΣACW
14 = +ΣCW

14 , (4.42)

ΣACW
22 = +ΣCW

22 , (4.43)

ΣACW
23 = +ΣCW

23 , (4.44)

ΣACW
24 = −ΣCW

24 , (4.45)

ΣACW
33 = +ΣCW

33 , (4.46)

ΣACW
34 = −ΣCW

34 , (4.47)

ΣACW
44 = +ΣCW

44 . (4.48)
(4.49)

4.6 Crab crossing

To discuss the effect of crab cavities, we define along the bunches of Beam 1 and
Beam 2 (sharing the same s coordinate as in the MAD-X model), the longitudinal
coordinates z1 and z2, oriented like s.
Assuming that the slices with z1 = z2 = 0 collide at s=0, the collision point (CP) for
two generic slices z1 and z2 is at the location:

sCP =
z1 + z2

2
. (4.50)

In the absence of crab crossing, the transverse position of the two beams is indepen-
dent from z:

x1 = +ϕs , (4.51)
x2 = −ϕs . (4.52)

Ideal crab cavities, in the linear approximation, introduce a z-dependent orbit correc-
tion such that:

x1(s) = +ϕs + ϕcz1 , (4.53)
x2(s) = −ϕs− ϕcz2 , (4.54)

where ϕc is the crabbing angle and we assume, without loss of generality, horizontal
crabbing plane.
The separation of the two slices at their collision point is obtained replacing (4.50) into
(4.53) and (4.54):

∆x(sCP) = x2(sCP)− x1(sCP) = −(ϕ + ϕc)(z1 + z2) . (4.55)

If ϕc = −ϕ, the separation is zero independently of z1 and z2 (perfect crabbing).
The crab crossing in the IPs of the HL-LHC for the clockwise and anticlockwise beams
is illustrated with the relevant sign conventions in Figs. 4.2 - 4.5.
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Figure 4.2: Crab crossing in the IP1 of the HL-LHC modeled for the tracking of the clockwise
beam (beam 1).

Figure 4.3: Crab crossing in the IP1 of the HL-LHC modeled for the tracking of the anticlock-
wise beam (beam 4).
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Figure 4.4: Crab crossing in the IP5 of the HL-LHC modeled for the tracking of the clockwise
beam (beam 1).

Figure 4.5: Crab crossing in the IP5 of the HL-LHC modeled for the tracking of the anticlock-
wise beam (beam 4).
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4.6.1 Configuration of beam-beam lenses for beam 1

In order to model the HO interaction for a crab crossing, the “strong bunch” is sliced
longitudinally using the constant charge method, and one beam-beam lens for each
slice is installed in the sequence.
In particular, in the sequence of beam 1, the lens corresponding to a slice of the strong
beam (beam 2) having longitudinal coordinate z2 = Z2 is installed at the location
where the slice encounters the synchronous particle of the weak beam (see Eq. (4.50)
with z1 = 0):

slens = +
Z2

2
. (4.56)

The position of the strong beam at the lens can be found replacing Eq. (4.56) into
Eq. (4.54):

X2 = −slens(ϕ + 2ϕc) . (4.57)

The effect of the crab bump alone is given by:

Xcrab
2 = −2ϕcslens = −ϕcZ2 . (4.58)

Taking into account the RF curvature coming from the crab cavity frequency, the po-
sition of the slice at the beam-beam lens can be written as:

Xcrab
2 = −ϕc

Lring

2πhCC
sin
(

2πhCC

Lring
Z2

)
= −ϕc

Lring

2πhCC
sin
(

2πhCC

Lring
2slens

)
, (4.59)

where hCC is the harmonic number of the crab cavity and Lring is the circumference of
the ring.

4.6.2 Configuration of beam-beam lenses for beam 2

In the sequence of beam 2, we install the beam-beam lens for a slice of the strong
beam (beam 1) having longitudinal coordinate z1 = Z1 at the location where the slice
encounters the synchronous particle of the weak beam, (see Eq. (4.50) with z2 = 0):

slens =
Z1

2
. (4.60)

The position of the strong beam at the lens can be found replacing Eq. (4.60) into Eq. (4.53):

X1 = slens(ϕ + 2ϕc) . (4.61)

The effect of the crab bump alone is given by:

Xcrab
1 = 2ϕcslens = ϕcZ1 . (4.62)

Taking into account the RF curvature coming from the crab cavity frequency, the po-
sition of the slice at the beam-beam lens can be written as:

Xcrab
1 = ϕc

Lring

2πhCC
sin
(

2πhCC

Lring
Z1

)
= ϕc

Lring

2πhCC
sin
(

2πhCC

Lring
2slens

)
. (4.63)

From Eqs. (4.59) and (4.63), we find that for lenses at the same longitudinal position
slens the corresponding slices of the two beams Z1 = Z2 = 2slens have opposite trans-
verse coordinates:

Xcrab
1 = −Xcrab

2 . (4.64)
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4.6.3 Crab bump from MAD-X twiss

For a non-ideal crabbing, for example in the presence of a non-closure of the crab-
bump, the realistic z-dependent orbit distortion introduced by the crab cavities can be
characterized using the MAD-X twiss, by installing orbit correctors at the position of
the crab cavities that introduce the crab cavity deflection as seen at a certain reference
position along the bunch zref. To obtain the effect on particles at different positions
along bunch it is possible to apply the following scaling:

x (z) = x (zref)
sin
(

2πhCC
Lring

z
)

sin
(

2πhCC
Lring

zref

) . (4.65)

4.7 Step-by-step configuration procedure

Based on the method introduced in the previous sections, the following procedure
has been implemented in pymask to configure the beam-beam lenses in the sixtrack
and sixtracklib tracking model:

1. Inactive beam-beam lenses (not configured) are installed in both clockwise se-
quences (Beam 1 and Beam 2) at the locations of the HO and LR beam-beam
encounters. As discussed in Sec. 4.6, at each IP a set of lenses is installed to
model the HO, one corresponding to each bunch slice.

2. The MAD-X twiss and survey tables are computed for both clockwise sequences.

3. The transverse beam shapes (Σ-matrix) are extracted from the twiss table for all
beam-beam lenses.

4. The positions of the beams at the beam-beam lenses in the lab frame are com-
puted combining the information from the survey and twiss tables, as discussed
in Sec. 4.2.

5. The beam-beam separations are computed, as discussed in Sec. 4.3.

6. For all HO interactions, the crossing plane and the crossing angle are identified,
as discussed in Sec. 4.4.

7. The relevant quantities for the beam-beam lenses in the anticlockwise sequences
(Beam 3 and Beam 4) are obtained from the data computed for the lenses in the
clockwise sequences (Beam 1 and Beam 2), using the transformations described
in Sec. 4.5.

8. The effect of the crab cavities is introduced by using the shape of the crab bumps
obtained from twiss tables computed with orbit correctors at the locations of the
cavities, as discussed in Sec. 4.6.

9. The information computed before is used to configure the beam-beam lenses
in the MAD-X model of the sequence for which the tracking simulation will be
performed, typically either Beam 1 or Beam 4.
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10. The SixTrack input and the pysixtrack/sixtracklib input files are generated us-
ing the MAD-X model and the additional information computed as described
above.

11. The closed orbit as computed from the MAD-X sequences is saved on file, for
the generation of matched beam distributions and for the computation of the
beam-beam dipolar kicks on the closed orbit, which are usually subtracted in
weak-strong tracking simulations.
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