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Abstract

Recent advancement in personalized image generation
have unveiled the intriguing capability of pre-trained text-
to-image models on learning identity information from a
collection of portrait images. However, existing solutions
can be vulnerable in producing truthful details, and usu-
ally suffer from several defects such as (i) The generated
face exhibit its own unique characteristics, i.e. facial shape
and facial feature positioning may not resemble key char-
acteristics of the input, and (ii) The synthesized face may
contain warped, blurred or corrupted regions. In this pa-
per, we present FaceChain, a personalized portrait genera-
tion framework that combines a series of customized image-
generation model and a rich set of face-related percep-
tual understanding models (e.g., face detection, deep face
embedding extraction, and facial attribute recognition), to
tackle aforementioned challenges and to generate truthful
personalized portraits, with only a handful of portrait im-
ages as input. Concretely, we inject several SOTA face mod-
els into the generation procedure, achieving a more efficient
label-tagging, data-processing, and model post-processing
compared to previous solutions, such as DreamBooth [9],
InstantBooth [11], or other LoRA-only approaches [3] .
Through the development of FaceChain, we have identified
several potential directions to accelerate development of
Face/Human-Centric AIGC research and application. We
have designed FaceChain as a framework comprised of
pluggable components that can be easily adjusted to ac-
commodate different styles and personalized needs. We
hope it can grow to serve the burgeoning needs from the
communities. FaceChain is open-sourced under Apache-
2.0 license at https://github.com/modelscope/
facechain.
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1. Introduction

Recent years have witnessed a remarkable progress in
the field of text-to-image generation, with large models
[5,8] emerging as the powerful foundation for creating high-
fidelity and diverse images. Given a text prompt, these mod-
els have demonstrated the impressive ability to create real-
istic and detailed image, showcasing their potential for a
wide range of applications, e.g. content generation, virtual
reality and augmented reality. However, for human-centric
content generation, pre-trained text-to-image models often
struggle to produce satisfactory portrait images that retain
identities of individuals. This can be frustrating for indi-
viduals who wish to generate self-portraits. The imperfec-
tion arises due to the inherent limitations of these models,
which are not designed to accurately preserve identity infor-
mation. To this end, several recent efforts have started with
the emphasis on tackling faithful personalized text-to-image
generation. These efforts aim to learn the identity informa-
tion from a collection of portrait images, then generate new
scenes or styles corresponding to the target human beings
under the guidance of text prompt.

The existing human-centric personalized text-to-image
generation methods can be categorized into (i) LoRA-based
Framework, which leverages the LoORA (Low-Rank Adapta-
tion) fine-tune [3] technology on text-to-image model (e.g.
Stable Diffusion [8]) to generate identity-preserved images.
(i1) Identifier-based methods [9, 11], which aim to learn a
unique identifier relevant to identity information. Although
these methods can synthesize identity-similar images, they
still suffer from several defects, e.g., facial shape and fa-
cial feature positioning may differ significantly from the in-
put face; the synthesized face may contain several warped
and corrupted regions. In this paper we present FaceChain,
a identifying preserving framework that not only preserves
the distinguishing features of faces but also allows for ver-
satile control over stylistic elements. Specifically, we inject
two LoRA models into Stable Diffusion model, imparting
it with the ability to integrate personalized style and iden-
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tity information simultaneously. In particular, FaceChain
is rooted in the ModelScope (https://modelscope.
cn), an open-source community that seeks to bring together
models from different areas and offer them via a unified in-
terface. This allows FaceChain to integrate a comprehen-
sive suite of face-related models, in addition the founda-
tion model, to build the framework that generate identity-
preserving portraits, the process of which we detail later in
Sec. 2.

The rest of the paper is organized as follows. In Sec.
2, we describe how FaceChain is built around a pluggable
framework that offers the versatility needed to generate
identity-preserving personal portraits. Sec. 3 present a
thorough discussion on how future research and applica-
tions can stem from and flourish on FaceChain. As a rel-
atively new open-source project, we believe FaceChain has
shown its potentials. Other than the practical functionali-
ties, we also aspire to expanding it into the benchmark and
playground, that inspires innovations in personalized text-
to-image generation.

2. Architecture

FaceChain encapsulates the process of personalized por-
trait generation within an atomic pipeline, and is built upon
Stable Diffusion [8] model. To improve the style stability
and ID consistency of text-to-image generation, we adopt
LoRA [3], a parameter-efficient strategy to fine-tune Sta-
ble Diffusion model. With the composability of multiple
LoRA models, we learn the information for portrait style
and human identities with different LoORA models, namely
the style-LoRA model and face-LoRA model respectively.
These two models are trained separately via text-to-image
training on images of given style and human identities.
Specifically, we choose to train the style-LoRA model of-
fline, which we describe in Section 2.2, while the face-
LoRA model is trained online using the images uploaded
by users — which are of the same human identity. Since the
quality of the user-uploaded images may vary, FaceChain
incorporates a rich set of face-related perceptual under-
standing models to ensure face images feeding into the
training process are normalized to meet certain quality stan-
dards, such as appropriate size, good skin quality, correct
orientation, as well as having accurate tags. The weights
of multiple LoORA models are then merged into the Stable
Diffusion model during inference to generate personalized
portraits. Finally, the details of the generated portraits are
further enhanced by a series of post-processing steps. The
overall processing pipeline is illustrated in Fig. 1.

2.1. Data Processing
2.1.1 Face Extraction

To improve the training-stability for face-LoRA models,
FaceChain chains a series of face-related data processing
modules to extract faces with appropriate size, good skin
quality, and correct orientation from the images uploaded
by users. These modules leverage extensively, the various
models available on ModelScope, which we list below.
Image Rotation. The orientation of human in images up-
loaded by users may not be suitable for training. To rectify
this, orientation of the uploaded image is first determined
and image rotation is perform if necessary. First, a rotation
angle determination model is adopted to predict the prob-
abilities of the image rotation with angle 0°, 90°, 180°,
and 270°. Then, the image is rotated by the angle with
the largest probability. The rotation angle judging model
is available at https://modelscope.cn/models/
Cherrytest/rot_bgr.

Face Rotation. After the initial image rotation, face ori-
entation within the image may still fall short of the train-
ing requirement. Therefore, we tail it with a more accu-
rate face rotation module, which perform the rotation ac-
cording to the location of facial landmarks. In particular,
DamoFD [7], a face detector using Network Architecture
Search [12] (NAS) is used to obtain the detection result
of five face landmarks. Rotation matrix is then computed
for the coordinates of detected landmarks and standard face
template, using the least square method. During this pro-
cess, the two sets of coordinates are firstly normalized, by
subtracting their mean and divided by their standard devi-
ation, to eliminate the effect of translation and scaling. If
we denote the normalized coordinates of the detected land-
marks and the face template as Py, P, € R5*2, respec-
tively. the aim here is to minimize | RP{ — P ||?, where
R is the rotation matrix formulated as Eq. 1.

cosf)  -sinf
o (sin9 cos@) M
As such, R = ((P{P;)"'P/P,)", and we get the
rotation angle # = arctan(R2;/Rg2). The image is

then rotated accordingly, as illustrated in Fig. 1. The
DamoFD model is available at ht tps://modelscope.
cn/models/damo/cv_ddsar_face-detection_
iclr23-damofd.

Face Region Crop and Segmentation. After image and
face rotation, the face regions are then cropped out and
masked from the input images. Using the DamoFD model,
the bounding box of the face is determined, we then crop the
image and adjust the size and position of the face. As such,
we keep the face centered horizontally, with its size between
0.35 and 0.45 times the whole image size. Then we use
Masked-attention Mask Transformer [1] model for human
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Figure 1: Architectural overview of FaceChain personalized portrait generation. During training, multiple data process-
ing approaches are adopted to generate tagged face images to train face-LoRA model online. The weights of face-LoRA
and style-LoRA models are then merged into foundation Stable-Diffusion model for text-to-image generation. The generated
portraits go through post-face-fusion and ranking before returning to users.

parsing (M2FP) to generate the mask of the head region,
and perform segmentation accordingly. The M2FP model
is available at https://modelscope.cn/models/
damo/cv_resnetl101l_image-multiple-human-
parsing.

Skin Retouching. Since the skin quality of the images up-
loaded by users may be unpromising, we leverage the skin
retouching module to improve the skin quality of the face
images. In particular, the Adaptive Blend Pyramid Net-
work [6] (ABPN) is used here for skin retouching, which
is available at https://modelscope.cn/models/
damo/cv_unet_skin-retouching.

2.1.2 Label Tagging

High-quality tagging is critical to facilitate text-to-image
training. As such, we train face-LoRA model to learn
the relationship between the face images and the generated
tags. This allows the Stable Diffusion model to generate
images with corresponding features during inference, when
prompting with suitable tags. Therefore, the tags must be
labeled appropriately to ensure that face-LoRA model can
be triggered to produce stable output. We identified three
major requirements for label tagging:

» Tags specific to a given image, such as facial expres-
sions, jewelries and accessories, should be labeled ac-
curately to retain the relationship between salient im-
age features and the corresponding tags.

» Tags bound to human identities, such as eyes, lips and
ears, can be removed. Instead, the LoRA model can be
relied on to generate such features without any prompt
words.

* In general, using one tag to describe the overall charac-
teristics of the human identity works quite well in prac-
tice. For example, we may use a man/woman/boy/girl,
as the trigger word for all images. As such, when
adding the trigger word into input prompts, the fea-
tures of the human identity can be generated more eas-
ily.

FaceChain combine different approaches for label tag-
ging to satisfy the above requirements. First, the face im-
ages are fed into DeepDanbooru !, a text annotation model,
to get the preliminary tags. Then, we perform tag post-
processing to choose tags corresponding to human identi-

lavailable at https :
DeepDanbooru

/ / github . com / KichangKim /
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Table 1: Trigger words describing different gender and age.

Gender Male Female
Age
0~ 20 a boy, children a girl, children
20 ~ 40 a handsome man  a beautiful woman
> 40 a mature man a mature woman

ties, and remove them to meet the first two requirements.
Finally, we use FairFace [4], a face attribute model, to pre-
dict the probabilities of the gender and age attributes for
each image, and use the overall result as the final prediction
for the human identity. Then we choose the trigger word ac-
cording to the prediction of gender and age, as is shown in
Table 1. The FairFace model is available at https: //
modelscope.cn/models/damo/cv_resnet34_
face-attribute-recognition_fairface.

2.2. Model Training

Style-LoRA model acts as the anchor-stone for produc-
ing stable styles of portraits. It is important for personal por-
trait generation since it set the guardrails for image genera-
tion model at large. The main style-LoRA model used with
FaceChain targets personal portraits, and is trained with a
large number of portrait-like images of the same style, such
as ID photos. We share here the hyper-parameters used
for training the LoRA model here for full disclosure. The
rank of LoRA model is set to 32. Learning rate is set to
le-4, and cosine with restarts schedule is deployed. The
LoRA model is trained for 20 epochs to produce the final
model. We deploy 8bit AdamW optimizer [2] to save on
training hardware. As to the training of face-LoRA model,
the user-uploaded images are firstly rotated based on the an-
gle predicted by the image rotation model. It is then followd
by the face alignment method based on face detection and
keypoint output, which obtains images containing forward-
looking faces. Next, we use the human body parsing model
and the human portrait beautification model to obtain high-
quality face training images. Afterwards, we use a face at-
tribute model and a text annotation model, combined with
tag post-processing methods, to generate fine-grained labels
for training images. Finally, we use the above images and
label data to fine-tune the Stable Diffusion model to obtain
the face-LoRA model.

2.3. Model Inference

During inference phase, we fuse the weights of the face-
LoRA model and style-LoRA model into the Stable Diffu-
sion model. The fusing weights are chosen to be 0.25 and
1.0, respectively. Next, we use Stable Diffusion‘s text-to-
image generation pipeline to generate the preliminary per-
sonal portraits with preset input prompt words. Then we
further improve the face details of the above generated por-

trait image and facial similarities with the input faces using
a face fusion model. The template face used for fusion is
selected from the training images via the face quality eval-
uation model. Finally, we use the face recognition model to
calculate the similarity between the generated portrait im-
age and the template face, the resulting portrait images are
sorted and ranked accordingly before final output.

2.4. Model Post Processing

After generating preliminary portraits by the Stable Dif-
fusion model, FaceChain integrates several post process
modules listed below to improve the face details and facial
similarities of the portraits. The overall pipeline for post
process is illustrated in Fig. 1.

Template Face Selection. We adopt the Face Quality As-
sessment (FQA) model to evaluate the quality score for
all faces from the user-uploaded images. The face with
the highest quality score is then chosen as the template-
face for face fusion. The FQA model is available at
https://www.modelscope.cn/models/damo/
cv_manual_face-quality-assessment_fqga.
Face Fusion. We perform face fusion for the generated
portraits using the selected template-face to improve facial
details. This allows the output portrait to retain major ap-
pearance features, while displaying more refined facial de-
tails. The face fusion model is available at https://
www . modelscope.cn/models/damo/cv_unet—
image—-face—-fusion_damo.

Similarity Ranking. The final output portraits are selected
by comparing their facial similarities to the template face.
Given the inherent statistical difference between generated
portraits and the input images, we adopt Random Temper-
ature Scaling [10] (RTS), a robust face recognition model
for both in-distribution and out-of-distribution samples, to
calculate the facial similarities . Finally, the portraits with
high facial similarity are selected as the output. The RTS
model is available at https://www.modelscope .
cn/models/damo/cv_ir_face—-recognition-—
ood_rts.

3. Future Work

Given multiple images depicting the same individual,
FaceChain can generate a diverse collection of high-fidelity,
identity-preserving portraits with distinct stylistic varia-
tions. These variations encompass a wide spectrum, rang-
ing from classy identification photos and human portraits,
to photos of futuristic aesthetics of the cyberpunk genre.
Still, we acknowledge current work on FaceChain is merely
scratching the tip of the iceberg, and an immerse universe
of applications along the line is waiting to be explored. In
this Section, we put forward a few directions we consider
worthwhile to explore.
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Personalized generation framework capable of han-
dling multiple subjects of different ages and genders.

Improved data processing mechanism to retain stature
impeccably, which will require more diverse training
data.

Support adaptive weight-selection for style and face
LoRA models during model fusion process.

Encode diverse styles information into a unified model
that can be activated with specific triggering prompts.

Develop tailored similarity ranking and face Fusion
models for FaceChain.

Explore train-free framework for customized portrait
generation. Current approach used in FaceChain re-
quires a new model to be trained for each human id,
which can be computational expensive for wide adop-
tion.
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