
Experiment 02 : To study and Generate coherent and contextually relevant text such as
complete sentence or paragraphs.

Learning Objective : To study and Generate coherent and contextually relevant text such as
complete sentence or paragraphs

Tools : Python

Theory :

1. Setting Up the Environment: Ensure Python is installed along with necessary libraries like
transformers foraccessing pre-trained language models.

2. Selecting the Model: Choose a suitable pre-trained language model that can generate text,
such as Gemini, GPT-4, GPT-Neo, or BERT. For this example, BERT

3. Preparing Input Prompts: Define a set of prompts that describe symptoms and ask for
medical advice. These prompts will guide the model in generating relevant responses.

4. Generating Text: Use the selected language model to generate text based on the input
prompts.

Here’s a simplified Python code snippet using Hugging Face's transformers library:

Example:
from transformers import GPT2LMHeadModel, GPT2Tokenizer

# Load GPT-4 model and tokenizer

model_name = "EleutherAI/gpt-neo-2.7B"

tokenizer = GPT2Tokenizer.from_pretrained(model_name)

model = GPT2LMHeadModel.from_pretrained(model_name)

# Input prompts related to medical advice

prompts = [

"I have a headache and nausea, what should I do?",

"My child has a fever of 101°F, what should I give them?",

"I feel shortness of breath and chest pain, what could be the cause?",

]

# Generate medical advice for each prompt

for prompt in prompts:

inputs = tokenizer(prompt, return_tensors="pt")

outputs = model.generate(inputs.input_ids, max_length=150,
num_return_sequences=1,

temperature=0.9)

generated_text = tokenizer.decode(outputs[0], skip_special_tokens=True)

print(f"Prompt: {prompt}")

print(f"Generated Medical Advice:\n{generated_text}\n")
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In this example, max_length controls the maximum length of the generated text, and
temperature adjusts the randomness of the text generation to balance between novelty and
coherence.

Evaluation:

● Evaluate the generated medical advice for coherence, relevance to the symptoms
described in the prompt, and medical accuracy (if applicable).

● Assess grammatical correctness and overall clarity of the generated text

Output Example:

After running the code snippet, you might get outputs like:

Prompt 1: "I have a headache and nausea, what should I do?"

Generated Medical Advice: It's important to rest and stay hydrated. You can take
over-the-counter pain relievers like acetaminophen or ibuprofen for the headache. If nausea
persists, try sipping ginger tea or ginger ale. However, if symptoms worsen or if you have
other concerns, please consult a healthcare professional for personalized advice.

Prompt 2: "My child has a fever of 101°F, what should I give them?"

Generated Medical Advice: Monitor your child's temperature regularly and ensure they stay
hydrated. You can give them acetaminophen or ibuprofen according to the dosage
recommended for their age and weight.

Prompt 3: "I feel shortness of breath and chest pain, what could be the cause?"

Generated Medical Advice: Shortness of breath and chest pain can be symptoms of various
conditions, including resp

Implementation :
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Result and Discussion :

___________________________________________________________________________

___________________________________________________________________________

Learning Outcomes : Students should have the ability to

LO 1: Understand the process of text generation using pre-trained language models like
GPT-4.
LO 2: Compare and evaluate different language models based on their ability to generate
coherent paragraphs.
LO 3: Apply text generation skills to practical scenarios such as generating medical advice or
product descriptions.

Conclusion :

___________________________________________________________________________

___________________________________________________________________________

Viva Questions :

Q1. Explain the basic terminology.

Q2. Why using prompt, advantages and disadvantages?

Q3. Lemmatization Packages.
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