Impact of using synthetic dataset for model training
on users’ privacy.
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I. INTRODUCTION
A. Research questions % S1
What is the impact of using synthetic data instead of
real data on users’ privacy ? Drain 4’% So

II. BACKGROUND
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A. Classification task

B. Machine learning

In classification tasks, a machine learning model is a
function that maps features of a data record to its label. Is
function has an architecture which describes the strucure of

the internal computing and parameters. For instance with mono
dimensialon data, the linear model is f(x) = ax+b where x is
the feature and a and b are the parameters. Training a machine
learning model means using an optimization algorithm that
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will find optimal parameters to best achieve the calssification.
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C. Synthetic datas

A generator is a function that takes as input a real dataset
and outputs a synthetic dataset. This definition is general
enough so that the identity function is a generator. Even though
synthetic datasets are supposedely different than real world
datasets.

C. Generator training

1) Auto encoder:
2) Variational auto encoder:

D. Predictor training

1) Fully connected neural network:
2) Convolutional neural network:

D. Membership inference attack

This attack infer if a data record has been used in the
training of a machin learning model. This attack is effectivaly
made by leveragin shadow models: models that imitates the
behaviour of the target [7].

Differential privacy is a probabilistic definition that bound
mambership inference attack’s success. In practice, thoes guar-
anties are achieved thrgout gradient clipping and additive noise
in the training algorithme [1].

E. Attack training

1) Membership inference attack:
2) Attribute inference attack:

IV. RESULTS
A. Utility

E. Attribut inference attack Using synthetic datatset degrades the utility of the predictor.

This attack infer sensitive attributes of a data record.
B. Membership inference attack

Using synthetic dataset slightly degrades the success of
membership inference attack.

III. METHODOLOGY
A. Datasets

1) US census: Retiring adult allow to control which states
of the US are used [3].

2) UTKFace: This images dataset is composed of 20,000
pictures of faces [10].

C. Attribute inference attack

Using synthetic dataset does not have an impact on the
success of attrivute inference atttack.



V. RELATED WORK

Privacy and synthetic datasets [2].

Datasynthesizer: privacy preserving synthetic datasets [6].

Towards improving privacy of synthetic datasets [5].

User-Driven Synthetic Dataset Generation with Quantifiable
Differential Privacy [9].

Synthetic data-A privacy mirage [8].

Hide-and-seek privacy challenge: Synthetic data generation
vs. patient re-identification [4].

VI. CONCLUSION

Even though synthetic dataset are promising regarding
users’ data protection, in itself it does not bring guaranties
that membership status nor sensitive attributes are protected.
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