
Experiment 05 : Write a program to implement RNN.

Learning Objective :Write a program to implement RNN.

Tools : Python

Theory :

Recurrent Neural Network(RNN) is a type of Neural Network where the output from the
previous step is fed as input to the current step. In traditional neural networks, all the inputs
and outputs are independent of each other. Still, in cases when it is required to predict the
next word of a sentence, the previous words are required and hence there is a need to
remember the previous words. Thus RNN came into existence, which solved this issue with
the help of a Hidden Layer. The main and most important feature of RNN is its Hidden state,
which remembers some information about a sequence. The state is also referred to as the
Memory State since it remembers the previous input to the network. It uses the same
parameters for each input as it performs the same task on all the inputs or hidden layers to
produce the output. This reduces the complexity of parameters, unlike other neural networks.

The key feature of RNNs is their ability to maintain a state or memory of previous inputs
while processing new inputs. This memory enables RNNs to capture context and
dependencies within sequential data. Each neuron in an RNN is equipped with a "hidden
state" that serves as its memory, and this hidden state is updated at each time step based on
the current input and the previous hidden state.

In summary, RNNs are a powerful class of neural networks capable of capturing temporal
dynamics in sequential data, with applications ranging from natural language processing to
time series analysis and beyond.

Steps to implement RNN :

● Initialization : Initialize the parameters of the RNN, including the weights
connecting the input layer to the hidden layer, the weights connecting the hidden layer
to itself (recurrent weights), and the weights connecting the hidden layer to the output
layer. Also, initialize biases for each layer.

● Forward Pass :

○ For each time step
○ t in the input sequence:

■ Compute the hidden state at time t using the input at time t and the
previous hidden state.

■ Compute the output at time t using the hidden state at time t.
■ Store the hidden states and outputs for each time step.
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● Compute Loss : Calculate the loss between the predicted outputs and the true labels
at each time step using a suitable loss function (e.g., cross-entropy loss for
classification tasks, mean squared error for regression tasks).

● Backpropagation Through Time (BPTT) :

○ Initialize gradients for all the weights and biases to zero.
○ For each time step t in reverse order :

■ Compute the gradients of the loss with respect to the output at time t.
■ Backpropagate the gradients through the network to compute the

gradients of the loss with respect to the hidden state at time t.
■ Update the gradients of the loss with respect to the weights and biases

using the gradients computed in the previous steps.
○ Clip gradients if necessary to prevent exploding gradients.

● Update Parameters : Update the parameters (weights and biases) of the network
using an optimization algorithm such as stochastic gradient descent (SGD), Adam,
RMSprop, etc. Adjust the learning rate if necessary.

● Repeat : Repeat steps 2-5 for a fixed number of iterations (epochs) or until
convergence criteria are met.

Implementation :
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Result and Discussion :

___________________________________________________________________________

___________________________________________________________________________

___________________________________________________________________________

___________________________________________________________________________

Learning Outcomes : Students should have the ability to

LO 4.1: Ability to understand the fundamental concepts of Recurrent Neural Networks,
including the role of hidden states, memory cells, and sequential data processing.
LO 4.2: Ability to Identify and describe real-world applications where RNNs.

Course Outcomes :

CO : Understand and apply Recurrent Neural Networks.

Conclusion :

___________________________________________________________________________

___________________________________________________________________________
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Viva Questions :

Q1. How do RNNs differ from traditional feedforward neural networks?
Q2. What is the role of the hidden state in an RNN?
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