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Experiment 02 : Implement Decision making models.

Learning Objective : Students should be able to apply a Cognitive computing approach to
solve any problem.

Tool : RapidMiner

Theory :

Implementing decision making in cognitive computing involves creating a system that can
process information, understand context, analyze data, and provide appropriate responses or
actions. This can be achieved through the use of machine learning algorithms, natural
language processing, and other artificial intelligence techniques. The system must be trained
on relevant data and evaluated to ensure that it is making accurate and consistent decisions.
Additionally, incorporating feedback loops can help improve the system's decision-making
capabilities over time.

Implementation :
Analysis and Design :

Data Analysis : The dataset is used to predict the Diabetes. Different parameters such as the
BloodPressure, BMI, DiabetesPedigree, Outcome, etc. were considered. The dataset was
checked for null values.
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Data Modeling : The decision tree algorithm was applied on the dataset.

File Edit Process View Connections Setiings Exensions Help

— —
\‘ ‘ ‘ @ ‘ l H = i Views: Design Resulis Turbo Prep Auto Klodel Find ¢ tors._etc P | Alstudio
Repasitory Process Parameters
@€ Import Data H v ‘ @) Process PP E2F Baw ‘ % ( («
— main criterion first v @
» W Training Resources (conneci=d) A in cHtan :
» [ Samples | ve data-store Set Role: 7] accuracy (6]
» &4 Community Samples | exa @ eal) g
i H | / res
~ I Local Repository (Lo L t Decifion Tree . [ classification error @
» @ Connections e i mod i
» [ processes o ‘ Konre @
Hl data-store (=7 L [
# & v weighted mean recall @
& process1 \ Spilt Data gl
» B DB egscy ~ e par = | —
wa— ? | weighted mean precision @
par
Operators ‘ (i ‘
befenaics ‘) v «» Show advanced parameters
HIUM HOMZoN Ferormance | ‘
E sticing Window Validation | Help
~ [ validation (20) h =
~ B Performance (18) ‘ Performance (Classification)
= | RapidMiner Studio Core
v [T Predictive (7)
% Performance (Classification) v
% Performance (Binominal Cla\,| < I > ix, Predictive
< fii > Leverage the Wisdom of Crowds to get operator recommendations based on your process design! syriopsis
e e ‘ & Adivate Wisdom of Crowds ‘ This operator is used for statistical performance
place. Show mel L | | evaluation of classification tasks. This aperator

Optimization : To optimize and get better results Nominal cross validation. To reduce the
size of the decision tree various hyperparameters were manually set such as max depth , min
leaf sample, etc.
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Deployment :

In RapidMiner, deploy the trained decision-making model by exporting it to a deployable
format and integrating it seamlessly with your cognitive computing system or application for
real-time decision support.

Result and Discussion :

accuracy: 71.43%

true Yes frue No class precision
pred Yes 17 7 70.83%
pred. No 37 83 71.54%
tlass recall 31.48% 93.00%

Learning Outcomes : Students should have the ability to

LO 1.1: Formulate the problem using Al and CC Approach.
LO 1.2: Solve the problem using Al and CC Approach.

Course Qutcomes :

CO 1: Understand and Apply future directions of Cognitive Computing.

Conclusion :

Viva Questions :

Q1. Define a decision making concept with an example.

Q2. Discuss various items or elements to be considered during decision making.
Q3. Illustrate 3 scenarios using the decision making approach.
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