
Evaluation Results 
Overview 
 

Datasets of varying sequence length are created and sequential rnn models trained using them. 

Sequence lengths of 150, 300, 400, 600 are used.  

Train and test data are created independently.  

Either ‘train’ or ‘test’ in the dataset name e.g 

‘sequence_length_150__num_examples_10000_test_1_dp’ specifies  which data it is. 

Validation data is set to test data in the training pipeline. In this way the rmse loss and mse metric 

validation curves corresponds to the model performance on test data.  

Metrics curve also includes baseline of 0.1767 to compare. 

Moreover, after each training 20 randomly sampled examples are selected from test data and their 

ground truth, predicted value and rmse is printed.  

A separate script called evaluate.py can also be used independently after training is done to evaluate 

model on number of examples specified as a parameter.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



Results: 

Sequence length: 150 
Dataset train = datasets/sequence_length_150__num_examples_100000_train_1_dp.json 

Dataset test = datasets/sequence_length_150__num_examples_10000_test_1_dp.json 

Trained model = trained_models/rnn__sequence_length_150__examples_100k_epochs_30 

  

 

Evaluated on 20 randomly chosen examples from test set. 

 

It can be seen from the results that model is not overfitting.  



Sequence length: 300 
Dataset train = datasets/sequence_length_300__num_examples_100000_train_1_dp.json 

Dataset test = datasets/sequence_length_300__num_examples_10000_test_1_dp.json 

Trained model = trained_models/rnn__sequence_length_300__examples_100k_epochs_30 

 

   

Evaluated on 20 randomly chosen examples from test set. 

 

It can be seen from the results that model is not overfitting.  



Sequence length: 400 
Dataset train = datasets/sequence_length_400__num_examples_100000_train_1_dp.json 

Dataset test = datasets/sequence_length_400__num_examples_10000_test_1_dp.json 

Trained model = trained_models/rnn__sequence_length_400__examples_100k_epochs_30 

  

Evaluated on 20 randomly chosen examples from test set. 

 

It can be seen from the results that model is not overfitting.  



 

Sequence length: 600 
Dataset train = datasets/sequence_length_600__num_examples_100000_train_1_dp.json 

Dataset test = datasets/sequence_length_600__num_examples_10000_test_1_dp.json 

Trained model = trained_models/rnn__sequence_length_600__examples_100k_epochs_30 

 

  

Evaluated on 20 randomly chosen examples from test set. 

 

It can be seen from the results that model is not overfitting.  


