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Introduction
This report documents the comparison of the JWST exposure time calculator (Pandeia) to independent benchmark sensitivity calculations. The benchmark calculations are generally supplied by the instrument teams, and constitute completely independent estimates of the JWST performance. 
Scope of the verification
The goal is to verify the accuracy of the Pandeia calculation engine. That is, given the same (or as similar as possible) input parameters and reference data (throughputs, read noise, backgrounds), does the predicted signal-to-noise ratios of Pandeia match those of the benchmark calculations? The goal is not to verify that Pandeia correctly predict in-orbit performance, although, given that most benchmarks use the best available reference data, the Pandeia calculations approximate best-effort pre-launch sensitivities of JWST. 
Since it is fundamentally not possible to carry out a one-to-one comparison of a three-dimensional ETC, such as Pandeia, and the typically one-dimensional benchmarks, a tolerance of ~10% in signal-to-noise ratio is allowed; if the comparison of a given mode and instrument configuration is within the tolerance, it is considered to have passed the verification.
Verification procedure
The verification adopted an iterative procedure for matching the benchmark calculations and to correct errors in the engine code as well as in the assumed reference data. Generally, the instrument teams supplied sets of independent benchmark calculations, along with relevant reference data. The reference data are typically those delivered for use with the flight build of the exposure time calculator, although this is not a requirement for the verification.  
· Ingest delivered reference data into the Pandeia reference file structure.
· Use the background spectrum assumed by the benchmark.
· Compare benchmark PCEs, if available.
· If applicable, explicitly add any margin in throughputs or noise to match benchmark assumptions.  
· Calculate the limiting flux in ~10,000 seconds of photon-collecting time as a function of effective wavelength, and compare. 
The benchmarks are not always supplied with the complete set of assumptions necessary to create an unambiguous Pandeia equivalent. For instance, it is not always known how the background is subtracted in the benchmarks. In such cases, it is made clear what the Pandeia assumption is. The instrument benchmarks are all different, using different algorithms, methodologies and assumptions, and have varying degrees of sophistication, although they tend to be implemented as spreadsheets (Excel) or workbooks (Mathcad). The single unifying component in the comparison is Pandeia, which is required to find the “middle ground” in a collection of heterogeneous calculations. Matching these different benchmarks is intended to provide additional confidence in the underlying algorithmic approach of Pandeia.
Finally, note that an appropriate benchmark is not available for all modes. In such cases, we present the nominal limiting sensitivity, as calculated by Pandeia, without comparison. 
Backgrounds 
[image: Mac HD:Users:pontoppi:STSCI:SoftwareDevelopment:pandeia_verification:plots:benchmark_backgrounds.pdf]
[bookmark: _Ref318454738][bookmark: _Ref318454722]Figure 1: Background spectra assumed by the benchmark calculations. While there is agreement on the best thermal background component to use, there are differences in the assumed zodiacal light level, with NIRSpec being the most conservative. 

Each instrument benchmark assumes a somewhat different total background spectrum (thermal, zodiacal and scattered light components). For the comparison with Pandeia, we use the same backgrounds assumed by the benchmarks. The MIRI background is scanned from Glasse et al. 2015. the NIRSpec background was delivered by the NIRSpec team along with their benchmark and the NIRCam background is taken from the NIRCam sensitivity spreadsheet (Rieke 2005). 
[image: Mac HD:Users:pontoppi:STSCI:SoftwareDevelopment:pandeia_verification:plots:background_rates.pdf]
[bookmark: _Ref318435011]Figure 2: Electron rates per pixel from the background for all JWST science modes and selected configurations, assuming the benchmark background spectra.
Loss of effective integration time due to cosmic rays
Although a simple implementation is planned, Pandeia currently does not include an explicit treatment of the effects of cosmic ray hits on the sensitivity. However, for the purposes of this comparison, we adopt the same implicit approach as the benchmarks, which model the effect of cosmic ray hits by decreasing the effective exposure time to account for integrations lost due to random cosmic ray impacts. That is, we assume that if a ramp is affected by a cosmic ray, it is discarded in its entirety. Since comprehensive cosmic ray removal procedures at the ramp-level are implemented for the pipeline, this is a conservative approach. The effective integration time, corrected for cosmic ray impacts is:

Using the cosmic ray rate assumed by the MIRI benchmark of 0.039 CR/s/sq. arcsec, and ramp times of 300-1000 seconds, cosmic ray hits typically lead to a loss of ~10% of the total integration time (or 5% of the signal-to-noise ratio). However, note that different benchmarks make somewhat different assumptions concerning the cosmic ray rate (and the influence of bad pixels). 
Calculation of limiting sensitivities
Pandeia is a forward model given an integration time (flux to signal-to-noise ratio), so there is no formal inversion of this procedure. We calculate the limiting flux by generating a grid of Pandeia calculations for a range input source fluxes. The resulting  is interpolated at  to yield the limiting sensitivity. Tests were run to ensure that the grids are sufficiently finely sampled by doubling the sampling and confirming that the difference in estimated sensitivity is . For spectroscopic modes, a different interpolation is carried out for each wavelength channel, creating sensitivity curves. All spectroscopic continuum sensitivities are reported per wavelength channel (i.e. per pixel sample in the wavelength direction, and not per resolution element). All input source spectra are assumed to be constant in . 
MIRI
The MIRI sensitivity benchmark is provided by Glasse et al. (2015), who present detailed sensitivity estimates for the MIRI imager, medium-resolution spectrometer (MRS) and for the slitted mode of the low-resolution spectrometer (LRS). A benchmark calculation for the slitless mode of LRS is not available. A benchmark for the MIRI coronagraphs is provided by Boccaletti et al. (2015). We also used a printout of the Mathcad worksheet used to calculate the benchmark sensitivities, which contains more information than Glasse et al. 2015. 
The MIRI benchmark for the imager, MRS and LRS includes a number of margin factors decreasing the sensitivity below the theoretical limit.
· The read noise component of the ramp variance is increased by 23%.
· The total ramp variance is increased by 30%. 
· All computed signal-to-noise ratios are decreased by 10% for the imager and MRS, 20% for LRSSLIT, the latter as noted in the Mathcad workbook.
The MIRI benchmark calculation further applies a correction to the encircled energy to account for PSF broadening due to light scattering in the detector. The detector scattering is only significant at wavelengths shorter than ~10 micron. In Pandeia, such an effect should probably be taken into account in the PSF library, but the appropriate kernel is not yet available. 
The MIRI benchmark does not discuss how the background is subtracted. Consequently, for the benchmark comparison we do not add additional noise due to background subtraction for MIRI. The release version of the ETC will require a strategy for background subtraction, which generally increases the noise and lowers the sensitivity for all modes. 
MIRI backgrounds
For MIRI the background level is a critical component in any sensitivity estimate. The exact background used by the benchmark is available in Glasse et al. 2015, and is adopted for the Pandeia calculations. Specifically, we use the "low" background curve from that paper for the benchmark. The adopted background is compared to the other instrument assumptions in Figure 1. 

System Throughput
The system throughput, as calculated by Pandeia, is generally defined following the convention established for MIRI by Glasse et al. 2015. Here, the photon-to-electron conversion efficiency (PCE) is defined as the product of all non-spatial throughput components. These include the telescope (OTE), the internal instrument reflective and transmissive optics, the grating/grism/prism efficiency, the filter throughput and the detector quantum efficiency. The PCE does not, by definition, include any pupil stops, slit losses or photometric aperture losses. These spatial losses are explicitly handled, either by the PSF library, or by the three-dimensional Pandeia engine. 
The component transmission data from the MIRI benchmark were not available at the time of the comparison, so an approximate set of reference data were used. The total PCEs used by the benchmarks are available, and the approximate Pandeia throughputs are compared to those until the component throughputs are delivered. 
[image: Macintosh HD:Users:pontoppi:STSCI:SoftwareDevelopment:pandeia_verification:plots:miri_imaging_pce.pdf]
Figure 3: Comparison between the Pandeia PCE for MIRI imaging and that of the benchmark. Small differences are apparent, since the component throughputs used for the benchmark have not yet been delivered. Pandeia PCEs are indicated by the solid curves, while the benchmark is represented by the dashed curves.
[image: Macintosh HD:Users:pontoppi:STSCI:SoftwareDevelopment:pandeia_verification:plots:miri_mrs_pce.pdf]
Figure 4: Comparison of the Pandeia PCE for MIRI MRS and that of the benchmark. Small differences are apparent, since the component throughputs used for the benchmark have not yet been delivered.
[image: Mac HD:Users:pontoppi:STSCI:SoftwareDevelopment:pandeia_verification:plots:miri_lrs_pce.pdf]
Figure 5: Comparison of the enslitted PCE of the benchmark and Pandeia for the slitted mode of MIRI LRS. The dashed curve is the benchmark. 
Detector scattering
We model the losses due to detector scattering, , at the shortest MIRI wavelengths (<10 micron) using the prescription of Glasse et al. 2015, Eq. (4). Since Pandeia is a 3D ETC, it does not explicitly operate with 1-dimensional encircled energies, as the benchmark does, so the loss of detected photons due to detector scattering is implemented by decreasing the PSFs by . 
Effective exposure time
We use the prescription of the Mathcad worksheet for the readout patterns for MIRI and total photon-collecting time. Note that this time is intended to model a 10,000 second observation, taking into account the loss of integrations from cosmic ray impacts and bad pixels. The benchmark also takes into account the reset time in the 10,000 s total time. All modes assume full frame readout and the FAST readout mode. The readout patterns used for Pandeia are summarized in Table 1.
 
[bookmark: _Ref318449166]Table 1: Table of MIRI exposure configurations used by the Pandeia calculations
	Configuration
	Ngroup
	Nint
	Photon coll. dur.

	F560W
	107
	24
	7126.2 s

	F770W
	43
	73
	8710.7 s

	F1000W
	43
	73
	8710.2 s

	F1130W
	43
	73
	8710.2 s

	F1280W
	43
	73
	8710.2 s

	F1500W
	22
	140
	8669.1 s

	F1800W
	11
	270
	8302.8 s

	F2100W
	6
	460
	7326.0 s

	F2550W
	6
	460
	7326.0 s

	LRS
	173
	14
	6721.0 s

	MRS
	110
	30
	9157.5 s[footnoteRef:1] [1:  The full MRS readout pattern and effective integration time used in the benchmark is unclear from the Mathcad worksheet, so we use the Pandeia value. ] 




Imaging
As seen in the PCE comparison, the available Pandeia throughput data tends to underestimate the throughput by 2-10%, which leads to a comparatively conservative sensitivity estimate. For imaging, we use the benchmark prescription for defining the size of the circular extraction aperture radius as a function of filter central wavelength: . The limiting sensitivity comparison is shown in Figure 6. Using assumptions, margins and reference data as close as possible to the benchmark, Pandeia obtains imaging sensitivities that are about 10% higher, on average, than those of benchmark. There are some remaining differences, which could influence the derived sensitivities at the level of a few %. As opposed to the benchmark, Pandeia uses model PSFs. The benchmark also deploys a large number of margins and inline correction factors, some of which are not fully documented, so it is possible that one or more has been neglected by the Pandeia comparison. One noise component that generally does not appear to have been included in the benchmark is that of background subtraction, which in default Pandeia calculations will generally lead to lower sensitivities. 
[image: Mac HD:Users:pontoppi:STSCI:SoftwareDevelopment:pandeia_verification:plots:miri_imaging_sensitivity.pdf]
[bookmark: _Ref317863429]Figure 6: Comparison of the Pandeia limiting sensitivity (circles) for MIRI imaging and the benchmark (stars). The size of the symbols corresponds to a +/-10% range.
Medium Resolution Spectrometer
The MIRI Medium Resolution Spectrometer MRS covers a wide range of background levels, is a set of four different IFUs and includes a relatively wide range of spectral resolving powers. This makes it a good test of Pandeia across a wide range of conditions. As with other MIRI modes, the benchmark comparison is not done with exactly the same reference data. While the spectral dispersion data were delivered by the MIRI team, the component throughputs were not. This leads to some differences in assumed PCE. The MRS sensitivities are compared to the benchmark in Figure 8. The Pandeia sensitivities match those of the benchmark to within the 10% tolerance, except for channel 3A, which differs by ~20% over much of its range. Once a final delivery of reference data is made, this discrepancy should be re-evaluated. 
[image: Mac HD:Users:pontoppi:STSCI:SoftwareDevelopment:pandeia_verification:plots:miri_mrs_sensitivity.pdf]
[bookmark: _Ref313280911]Figure 7: Comparison between the Pandeia MIRI MRS limiting sensitivities (solid curves) and those of the benchmark (dashed curves). The dashed lines show the benchmark values and a +/-10% range. 
Low Resolution Spectrometer
Glasse et al. 2015 provides a benchmark for the MIRI Low Resolution Spectrometer (LRS) slitted mode, but not for the slitless mode. Figure 8 shows a comparison between the LRS slit benchmark sensitivity and the Pandeia sensitivities using both the slitted and slitless configurations. It is seen that there is a large discrepancy between the Pandeia sensitivities and the benchmark calculations. Specifically, the benchmark for the LRS slit predicts 2-3 times less sensitivity than the Pandeia estimate, depending on wavelength. Unlike the minor differences at the <10% level in other modes, the LRS discrepancies cannot be ascribed to small differences in effective reference data, and the explanation is likely a sign of a significant, but as yet unidentified, difference between the Pandeia and benchmark reference data or algorithm. However, we note that Pandeia does not exhibit a similar difference for other spectroscopic modes that have been benchmarked, in particular those of NIRSpec.  
There are a number of possible reasons for the discrepancy. 
- The assumed reference data are different. It is already determined that the throughputs are somewhat different, but only by 10-20%, which is not sufficient to create the observed difference. 
- It is possible that the dispersion function is different. Pandeia currently uses the measured curve in Kendrew et al. 2015 (their Figure 5). 
- It is possible that the backgrounds are handled differently by Pandeia relative to the benchmark. We note that the Pandeia background matches that of the other benchmarks for other instruments. The background rate per pixel in the LRS modes is shown in the overview plot in Figure 2. For reference, Pandeia predicts a peak rate of 4.0 e-/s/pixel for the slitted mode (through the 0.51" wide slit) and 170 e-/s/pixel for the slitless mode, using the benchmark background spectrum. Matching the benchmark requires a ten-fold increase of this assumed background level. 
[image: Mac HD:Users:pontoppi:STSCI:SoftwareDevelopment:pandeia_verification:plots:miri_lrs_sensitivity.pdf]
[bookmark: _Ref317762250]Figure 8: Comparison between the benchmark for MIRI LRS slitted spectroscopy and slitted and slitless calculations from Pandeia. The star symbol indicates the requirement value.
Coronagraphy
NIRCam
For NIRCam imaging we use the sensitivity calculation presented in Rieke 2005, JWST-CALC-003894 and associated Excel spreadsheet. This benchmark is a basic one-dimensional sensitivity calculation using idealized box filter throughput curves. Some of the assumed filter properties differ significantly from the delivered filter curves, in particular in terms of relative bandpass widths, which decreases the fidelity of the benchmark somewhat. A benchmark for the slitless NIRCam grism mode is not available.
NIRCam throughputs
The Pandeia NIRCam pre-flight throughputs, as delivered by the instrument team, are of significantly newer pedigree than the benchmark throughputs, which are generally notional. Nevertheless, the benchmark provides a comparison between previous expectations, and up-to-date estimates. 
[image: Macintosh HD:Users:pontoppi:STSCI:SoftwareDevelopment:pandeia_verification:tests:nircam:nircam_w_pce.pdf][image: Macintosh HD:Users:pontoppi:STSCI:SoftwareDevelopment:pandeia_verification:tests:nircam:nircam_m_pce.pdf][image: Macintosh HD:Users:pontoppi:STSCI:SoftwareDevelopment:pandeia_verification:tests:nircam:nircam_n_pce.pdf]
Figure 9: Comparison of the Pandeia PCEs compared to those of the NIRCam SW benchmark. Note that Pandeia uses newer, measured throughputs, while those used in the benchmark are notional, so differences are expected. The biggest differences are seen in the narrow-band filters, which have significantly better throughputs than what was anticipated in the benchmark comparison.  
[image: Macintosh HD:Users:pontoppi:STSCI:SoftwareDevelopment:pandeia_verification:tests:nircam:nircam_lw_w_pce.pdf][image: Macintosh HD:Users:pontoppi:STSCI:SoftwareDevelopment:pandeia_verification:tests:nircam:nircam_lw_m_pce.pdf][image: Macintosh HD:Users:pontoppi:STSCI:SoftwareDevelopment:pandeia_verification:tests:nircam:nircam_lw_n_pce.pdf]
Figure 10: Comparison between the Pandeia PCEs (solids) and those of the benchmark (dashed curves) for NIRCam LW imaging. There is relatively good agreement, except for the F460M and F480M filters, which are significantly narrower than what was anticipated in the notional benchmark filters. 
Matching the benchmark read noise
The NIRCam benchmark does not use a MULTIACCUM noise model, but provides the effective read noise of 7.3 electrons for a ~1000 second ramp integration. We use the formula of Robberto et al. 2009 to estimate that a per-read read noise of 22 electrons corresponds to the NIRCam benchmark. The delivered NIRCam read noise per read is significantly lower, but we use the high value for the benchmark comparison. 
NIRCam imaging
While the Pandeia calculations generally compare well to the NIRCam imaging benchmark, there are multiple differences in how the benchmark sensitivities are calculated that are difficult to reproduce exactly. The NIRCam benchmark is based on obsolete throughput estimates, and it employs an unusual formulation in which the source count rates are estimated from the noise, even if part of the noise is coming from non-Poissonian sources (for instance, the source count rates depend on the residual flat field noise). This makes exact comparisons difficult. Consequently, we take the approach of calculating the Pandeia sensitivities by harmonizing as many parameters as possible, but where not possible, we use delivered reference files and nominal Pandeia parameters. We find that this generally leads to sensitivity estimates within the 10% boundary for most filters, although Pandeia, combined with the delivered throughputs, tends toward slightly better sensitivities than the benchmarks. 
We use the same 2.5 pixel extraction aperture as the benchmark, as well as the benchmark background spectrum. The benchmark does not apply a background subtraction.
[image: Macintosh HD:Users:pontoppi:STSCI:SoftwareDevelopment:pandeia_verification:plots:nircam_sw_sensitivity.pdf][image: Macintosh HD:Users:pontoppi:STSCI:SoftwareDevelopment:pandeia_verification:plots:nircam_lw_sensitivity.pdf]
Figure 11: Comparison between Pandeia NIRCam imaging sensitivities and benchmark values. The Pandeia sensitivity is marked by circles, while the benchmark values are marked by stars. Note that the discrepancies seen, for instance for the narrow-band filters in the SW channel, match the differences in the system throughputs between the benchmark and instrument team delivery.
NIRCam wide-field slitless spectroscopy
In progress.
NIRCam coronagraphy
In progress.
NIRSpec
The NIRSpec benchmark was supplied by P. Ferruit, NTN-2015-020 (version 12/18/2015). The benchmark includes example calculations for point and extended sources, as well as continuum and line sensitivities, using a selected set of instrument configurations. For this benchmark, we compare the point source and continuum sensitivities. We generally find good agreement between Pandeia and the NIRSpec benchmark calculations, both in terms of system throughput (PCE) and limiting sensitivities, within the allowed 10% tolerance over most of the wavelength range. 
We identify one discrepancy when duplicating the provided benchmark input parameters, namely the s1600a fixed slit, which is predicted by Pandeia to be significantly less sensitive than the benchmark. Based on simple estimates of the differences in background between the s1600a and s200a1 slits, we suggest that the benchmark may have reported an incorrect extraction aperture size. 
System Throughput
NIRSpec delivered throughput curves for all dispersers and filters. Two different internal optics throughputs; one for the IFU and one for the MSA/fixed slits were also delivered, as well as a single representative quantum efficiency for the two NIRSpec detectors. The NIRSpec benchmark throughput closely matches the delivered throughput values, as shown in Figure 7. Any remaining differences at the ~1% level may be due to corresponding differences in the assumed OTE throughput. 
Other reference data
Delivered values for slit sizes were implemented, as well as a representative value for the NIRSpec pixel size. The NIRSpec team delivered an IPC kernel, which is used for the benchmark. The read noise includes correlated noise, but the read noise correlation modeling is turned off for the comparison, which means that correlated noise is not decreased by background subtraction. This may lead to a slight overestimate of the noise.
The NIRSpec benchmark includes a detailed prescription for the number of pixels used for background estimation in each sensitivity calculation. We are generally able to match the type of background subtraction employed by the benchmark. 
The NIRSpec benchmark does not appear to include a model of the effects of cosmic ray impacts, and we do not include that either for the NIRSpec comparison. 
Finally, the benchmarks do not include the flat field residual error, which is also turned off in Pandeia for comparison. This leads to a potential overestimate of the sensitivity, especially in the background-limited cases. 

[image: Macintosh HD:Users:pontoppi:STSCI:SoftwareDevelopment:pandeia_verification:plots:NIRSpec_highres.pdf][image: Macintosh HD:Users:pontoppi:STSCI:SoftwareDevelopment:pandeia_verification:plots:NIRSpec_mediumres.pdf][image: Macintosh HD:Users:pontoppi:STSCI:SoftwareDevelopment:pandeia_verification:plots:NIRSpec_prism.pdf]
[bookmark: _Ref314718558]Figure 12: Comparison of the Pandeia (filled curves) and benchmark PCEs (dashed curves) for the NIRSpec fixed slit modes to the benchmark. The benchmark includes slit losses in the PCE, so the comparison is made for the S1600A slit, which has negligible slit losses. Note that the Pandeia throughputs have been truncated to only contain the scientifically useful range, as delivered by the instrument team, for each setup. 
Fixed Slits
The Pandeia calculation for the fixed slits uses a 10 ramp integrations of 22 groups each using the NRS readout pattern (4 frames per group), for a total integration time of 9354.4 seconds.  The continuum sensitivity is compared for the PRISM for two different slits: s200a1 and s1600a1, which differ by a factor 8 in slit width. This leads to a factor 8 difference in the background rate for the two slits. Following the benchmark, the two calculations use two different regions for background subtraction. For the s200a1 slit, the signal is extracted in a 4-pixel aperture, and each extracted pixel is matched by two background pixels (i.e., 8 background pixels). Since Pandeia does not yet support dithers for the fixed slits, this is implemented using two adjacent background regions in the same exposure (easily accommodated within the slit length), while the benchmark assumes two off-source dithers. Therefore, the benchmark would be a ~30 ks observation, while the Pandeia comparison is a single ~10 ks exposure. Since correlated noise is switched off, there should be little difference in sensitivity for these two background strategies. Indeed, as seen in Figure 11, the s200a1 Pandeia calculation matches the benchmark well within the 10% tolerance within most of the wavelength range, although Pandeia predicts slightly lower sensivitity around 1 micron. 
The comparison for the wide s1600a1 slit is more complex. The benchmark states that the source is extracted from the full slit height (16 pixels), and that only a single background dither is used. Because the background noise is increased by the wider slit, the larger aperture and the fewer background measurements, this leads to a total increase of the extracted background rate of (1.6"/0.2")*(16 pixels/4 pixels) * (2 dithers/1 dither) = 64, which corresponds to  times the background noise for the same extracted signal. Pandeia recovers this difference, but the benchmark only finds a difference of as little as 50% between the two calculations. That is, the benchmark does not seem to behave as expected, given that the s1600a1 observation is well within the background limit for source as faint as  mJy (for the s200a1 slit, the source is slightly brighter than the background over most of the wavelength range). The benchmark, however, is matched perfectly if we use the same 4-pixel extraction aperture for the s1600a1 slit as was done for the s200a1 slit, and the sensitivity difference matches that expected for the difference in slit width. 
[image: Mac HD:Users:pontoppi:STSCI:SoftwareDevelopment:pandeia_verification:plots:nirspec_fs_sensitivity.pdf]
[bookmark: _Ref316818851]Figure 13: Benchmark comparison for the continuum sensitivity of the NIRSpec fixed slits, extracted in a 1x3 pixel aperture. We compare both a narrow slit (s200a1) and the widest available slit (a1600a1), the latter for 4-pixel and 16-pixel extraction apertures. The grey range indicates the +/-10% tolerance. 
Multi-Object Spectroscopy
For multi-object (MSA) spectroscopy, two dispersing elements are compared: PRISM and G395M. The sensitivity of MSA spectroscopy, as estimated by Pandeia is nearly identical to that of the s200a1 fixed slit since the slit and shutter widths are essentially the same. The source extraction over 5 pixels leads to slightly higher noise, while the background estimation using 10, rather than 8 pixels leads to slightly lower added noise. However, the benchmark sensitivity for the MSA is between 10-20% higher than that of the benchmark for the s200 fixed slits. The Pandeia calculation does not reproduce this difference, and is not expected to, given that the throughputs and slit widths for the two modes are essentially identical. That is, Pandeia is about 10% more conservative than the benchmark for the MSA, which is within the tolerance boundary.  
[image: Macintosh HD:Users:pontoppi:STSCI:SoftwareDevelopment:pandeia_verification:plots:nirspec_msa_sensitivity.pdf]
Figure 14: Benchmark comparison for the continuum sensitivity of the NIRSpec MSA. Shown are two selected dispersing elements; the prism and the G395M grating.
Integral Field Unit
The benchmark for the NIRSpec IFU compares three different dispersers: PRISM, G140H and G235M. The ratio of number of background to signal pixels is 1, which is accomplished with an off-source nod in both Pandeia and the benchmark. The benchmark extracts the source signal from a rectangular region of 3 pixels by 3 slices, whereas Pandeia uses a circular aperture with the same area of 9 spaxels^2. The Pandeia calculation is centered in the field-of-view, which means that most of the source signal is split between two slices (because there is an even number of IFU slices), while the source is assumed to be centered on a pixel row. Note that there is no distortion in the NIRSpec ETC model, so we do not model effects of the spectral traces crossing pixel rows. 
[image: Mac HD:Users:pontoppi:STSCI:SoftwareDevelopment:pandeia_verification:plots:nirspec_ifu_sensitivity.pdf]
Figure 15: Benchmark comparison for the continuum sensitivity of the NIRSpec IFU. Shown are three selected dispersing elements as indicated in the legend. Note that the G140H grating crosses the detector gap, which leads to a gap in wavelength coverage in the Pandeia calculation.
NIRISS
NIRISS throughputs
[image: Mac HD:Users:pontoppi:STSCI:SoftwareDevelopment:pandeia_verification:tests:niriss:niriss_imaging_pce.pdf]
Figure 16: Pandeia PCEs for NIRISS imaging. Note that the NIRISS throughputs are generally significantly better than those of NIRCam, but in particular for wavelengths shorter than 2 micron.
NIRISS imaging
NIRISS WFSS[image: Mac HD:Users:pontoppi:STSCI:SoftwareDevelopment:pandeia_verification:plots:niriss_imaging_sensitivity.pdf]Figure 17: NIRISS imaging sensitivity. Pandeia estimates are indicated by circles.

[bookmark: _GoBack]
NIRISS AMI
NIRISS SOSS
In progress.

Sensitivities predicted by Pandeia in general use
[image: Macintosh HD:Users:pontoppi:STSCI:SoftwareDevelopment:pandeia_verification:plots:miri_apertures.pdf]
[bookmark: _Ref313280927]Figure 18: Curves-of-growth for MIRI aperture photometry. The curves indicate the extracted signal-to-noise ratio as a function of photometric aperture radius. The circles show the benchmark values taken at the appropriate aperture radius. The optimal extraction apertures are significantly smaller than those used for the benchmark. 
The MIRI benchmark makes many assumptions that tend to lead to conservative sensitivity estimates. For instance, it assumes that the photometric aperture coincides with the theoretical location of the first airy ring (for a circular aperture), resulting in an enclosed energy fraction of ~70%. However, this is not an optimal size of the photometric aperture for MIRI, and a smaller aperture leads to significantly higher sensitivities of as much as 50%. This is illustrated in Figure 16.

Conclusions
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