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Introduction

Background

» AlphaNPI is applied to discrete actions
P> HILBERT deals with continuous actions

» It learns forward models of the lowest level

» |t provides a very sample efficient approach to continuous action HRL
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Low-level controller: GC-RL

Q(St, by .4)

atomic action

embedding one-hot encoding

» GC-RL using DDPG (or SAC) + HER
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Learning a behavioral model of low level controller

St4+1

FiLM
connections

concat
state
embedding w St

» This is a supervised learning problem

atomic action
one-hot encoding

» The FiLM layer improves accuracy
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Recursive tree search: continuous action case

clean_and_stack move all blue

a; = move cl blue %top

S = BM (s, a1)

az =move c2 blue/ | stop

s = BM(s',a>)

stop

(@) (b) (c)
P> The lowest level stops the recursion
» HILBERT can perform hierarchical planning without rolling the low-level policy
> By using the behavioral model, higher level planning is learned without sampling

» Extremely sample efficient search approach
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Any question?

Send mail to: Olivier.Sigaud@upmc.fr
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