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Truncated Quantile Critics

I To fight overestimation bias, TD3 and SAC take the min over two critics

I Using a distribution of estimates is more stable than a single estimate

I TQC uses stochastic critics and truncates the higher quantiles

Arsenii Kuznetsov, Pavel Shvechikov, Alexander Grishin, and Dmitry Vetrov. Controlling overestimation bias with truncated

mixture of continuous distributional quantile critics. In International Conference on Machine Learning, pp. 5556–5566. PMLR,
2020
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Performance

I From 5 to a single critic

I Outperforms SAC, easier to use
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Any question?

Send mail to: Olivier.Sigaud@upmc.fr
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