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Radial Basis Function Networks

The data structure

The Gaussian function

I Gaussian functions φi(x) = exp(− (x−ci)
2

σ2
i

)

I Almost equal to zero everywhere except in a neighborhood of ci

I ci is the “center” of the Gaussian

I The value of σi determines how large this neighborhood is.
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Radial Basis Function Networks

The data structure

Radial Basis Function Networks Projection (1D)

I The 1D input space (x) is projected into a 3D output space (φ1(x),
φ2(x), φ3(x)).
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Radial Basis Function Networks

The data structure

Radial Basis Function Networks Projection (2D)

I When x is 2D, the output of each feature is still 1D

I Thus the output space (φ1(x), φ2(x), φ3(x)) is still 3D
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Radial Basis Function Networks

The data structure

Python code for a vector of Gaussians
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Radial Basis Function Networks

The data structure

The phi output(x) python function
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Radial Basis Function Networks

Learning with RBFNs

Perspective 1

I Project from the input space x into the feature space φ(x)

I Then perform the standard linear least square calculation in this projected
space.

θ∗ = (GᵀG)−1Gᵀy, (1)

I where G is the Gram matrix obtained from the phi output(x) python
function

I This is the easiest approach to code in python.
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Radial Basis Function Networks

Learning with RBFNs

Perspective 2

I Minimize the squared residual error:

ε(θ) =
1

2N

N∑
i=1

(y(i) − fθ(x(i)))2.

I To get a local minimum over θ of the function ε(θ), we need to solve
∇θε(θ) = 0.

I To compute the gradient, we use ∇(g2) = 2g∇g.
I Therefore, we have

∇θε(θ) =
1

N

N∑
i=1

(
y(i) − fθ

(
x(i)))∇θfθ(x

(i)).

I Since fθ(x) = φ(x)Tθ, we have ∇θfθ(x
(i)) = φ(x(i)) and we get

∇θε(θ) =
1

N

N∑
i=1

(
y(i) − φ(x(i))Tθ

)
φ(x(i))
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Radial Basis Function Networks

Learning with RBFNs

Perspective 2 (continued)

I To make the gradient ∇θε(θ) = 0, we get:

1

N

N∑
i=1

(
y(i) − φ(x(i))Tθ

)
φ(x(i)) = 0

1

N

N∑
i=1

(
φ(x(i))y(i) − φ(x(i))φ(x(i))Tθ

)
= 0

(
N∑
i=1

φ(x(i))φ(x(i))T

)
θ =

N∑
i=1

φ(x(i))y(i).

I By setting A =
(∑N

i=1 φ(x
(i))φ(x(i))T

)
and b =

∑N
i=1 φ(x

(i))y(i),

I We get Aθ = b.

I Matrix A is not necessarily invertible, and the general solution is obtained
as θ = A]b, by using either the “pseudo-inverse” A]

(np.linalg.pinv(A)) or using theta = np.linalg.solve(A,b).
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Radial Basis Function Networks

Learning with RBFNs

The RBFN python class
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Radial Basis Function Networks

Learning with RBFNs

The f() python function
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Radial Basis Function Networks

Learning with RBFNs

The feature() python function

12 / 13



Radial Basis Function Networks

Learning with RBFNs

Any question?

Send mail to: Olivier.Sigaud@upmc.fr
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