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From AlphaNPI to Hilbert

Introduction

Background

I AlphaNPI is applied to discrete actions

I hilbert deals with continuous actions

I It learns forward models of the lowest level

I It provides a very sample efficient approach to continuous action HRL
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Hilbert

Low-level controller: GC-RL

I GC-RL using ddpg (or sac) + her
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Hilbert

Learning a behavioral model of low level controller

I This is a supervised learning problem

I The FiLM layer improves accuracy
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Hilbert

Recursive tree search: continuous action case

I The lowest level stops the recursion

I hilbert can perform hierarchical planning without rolling the low-level policy

I By using the behavioral model, higher level planning is learned without sampling

I Extremely sample efficient search approach
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Hilbert

Any question?

Send mail to: Olivier.Sigaud@upmc.fr
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