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Policy Gradient with constant baseline
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Reminder:
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If all rewards are positive, the gradient increases all probabilities

But with renormalization, only the largest increases emerge

We can substract a “baseline” to (1) without changing its mean:

Vos0) = £ 353" Vologno(a oS r(eld af) 1
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A first baseline is the average return 7 over all states of the batch
Intuition: returns greater than average get positive, smaller get negative
Use (rgi) — 7) and divide by std — get a mean = 0 and a std = 1

This improves variance (does the job of renormalization)

Suggested in https://www.youtube.com/watch?v=tqrcjHuNdmQ
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https://www.youtube.com/watch?v=tqrcjHuNdmQ
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Algorithm 4: adding a constant baseline

Efil 7'M = 7)fstd(r) (2"('7:; - ;);std(r) (rg — 7)/std(r)
plai|si) plar—1|SH-1) plam|sw)

» Estimate 7 and std(r) from all rollouts
» Same as Algorithm 2, using (rii) —7)/std(r)
» Suffers from even less variance

» Does not work if all rewards r are identical (e.g. CartPole)
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Policy Gradient with state-dependent baseline

No impact on the gradient as long as the baseline does not depend on action
A better baseline is b(s¢) = V7 (s¢) = IEr[rt + yre41 +Y3req2 4 .. + 7T~ try]

The expectation can be approximated from the batch of trajectories
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Thus we get
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VeJ(0) =

R

> AT(st,at) = Q™ (st|ar) — V7 (st) is the advantage function
> And we get

m H

Vo(0) = — 375 Velogme(al|si”)Ame (s, al)
i=1t=1
https://www.youtube.com/watch?v=S_gw¥j1Q-44 27")
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https://www.youtube.com/watch?v=S_gwYj1Q-44
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Estimating V7" (s)

> As for estimating Q" (s, a), but simpler
» Two approaches
» Monte Carlo estimate: Regression against empirical return

7 o (1)
Byt = arguin 1 35 (S r(e? ) — 05, )
®j i=1t=1 k=t
» Temporal Difference estimate: init V7 and fit using (s, a,r,s’) data
bj+1 — Igin Z \|T+’Y‘7£j (s
7 (s,ars)
» May need some regularization to prevent large steps in ¢

Vg ()P




e
From Policy Gradient to Actor-Critic methods

Policy Gradient with Baseline

Algorithm 5: adding a state-dependent baseline

H Learn from
[ Tt VT } [MCregression
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{Wst)] [Q(st,an] [ | [ren] 470
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» Learn VJ; from TD, from MC rollouts, or compute V76 (sgi)) from MC

» Learn Qg, from TD, from MC rollouts, or compute Q"9(s§i),a§i)) from MC
> Compute A7 (s{” |af") = Q7 (s{”,af”) — V7 (si")
» Or even learn A’q; directly from TD updates using A™(s¢, at) = IE[0¢]

» Same as Algorithm 3 using A7 (sii)|a§i)) instead of Q™6 (sgi)|a§i))

» Suffers from even less variance
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Synthesis

With critic

Agg(stﬂlt)} [A;‘i(é}t»at)}
VeolJ(0) = ]Est’at,\,ﬂ.e(.)[Vg|0g’[re(a§i)ISgi))]d)t where 1), can be:

Zf:o ~trs: total (discounted) reward of trajectory

EkH:t ~k=try: sum of rewards after a;

ZkH:t v*=tr, — b(sy): sum of rewards after a; with baseline

0t =1 + YV (st41) — V7 (st): TD error, with V™ (s¢) = IEq, [ZkHzo Yore ]
Qg" (st;ar) = Eq, [>F ¥ re]: action-value function

Age (st,ar) = Qge (st,at) — \747;9 (st) = IE[8¢], advantage function

Next lesson: Difference to Actor-Critic
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Any question?

Send mail to: Olivier.Sigaud@upmc.fr
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